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A conversational agent (CA) effectively facilitates online group discussions at scale. However, users may
have expectations about how well the CA would perform that do not match with the actual performance,
compromising technology acceptance.We built a facilitator CA that detects a member who has low contribution
during a synchronous group chat discussion and asks the person to participate more. We designed three
techniques to set end-user expectations about how accurately the CA identifies an under-contributing member:
1) information: explicitly communicating the accuracy of the detection algorithm, 2) explanation: providing an
overview of the algorithm and the data used for the detection, and 3) adjustment: enabling users to gain a
feeling of control over the algorithm. We conducted an online experiment with 163 crowdworkers in which
each group completed a collaborative decision-making task and experienced one of the techniques. Through
surveys and interviews, we found that the explanation technique was the most effective strategy overall
as it reduced user embarrassment, increased the perceived intelligence of the CA, and helped users better
understand the detection algorithm. In contrast, the information technique reduced members’ contributions
and the adjustment technique led to a more negative perceived discussion experience. We also discovered
that the interactions with other team members diluted the effects of the techniques on users’ performance
expectations and acceptance of the CA. We discuss implications for better designing expectation-setting
techniques for AI-team collaboration such as ways to improve collaborative decision outcomes and quality of
contributions.
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1 INTRODUCTION
Groups of people often make decisions collaboratively through an online group chat, including
flash teams in crowdsourcing platforms [77, 87, 101], student teams formed in computer-supported
collaborative learning platforms [16, 17, 35], and online focus groups for product research [39].
Researchers have proposed conversational agents (CAs) as an effective mechanism to facilitate
group chat discussions [43, 44, 93, 100]. CAs can analyze chat messages at scale and make timely
interventions by sending supervisory messages such as promoting participation. People perceive
a CA as a social actor rather than a tool [4, 43, 84], thus often have high expectations about how
well a CA would perform [58, 80, 99, 102]. However, CAs are imperfect like any other artificial
intelligence (AI) systems, and may not meet users’ performance expectations. Unmet expectations
can decrease technology acceptance [9], and eventually lead users to stop using the CA [58, 99].
Kocielnik et al. designed techniques to improve technology acceptance by mitigating the gap

between the user expectation and performance of an email assistant [47]. The techniques were
an indicator of the system’s accuracy, example-based explanation of the algorithm, and a slider
that allowed users to adjust the detection performance. The authors found that the techniques
increased user acceptance of the assistant when it significantly underperformed compared to the
user expectation. Our research aims to broaden our understanding of whether expectation-setting
techniques are effective in a group setting, where interactions with other members may influence
the way people accept an AI system [85, 91]. Beyond technology acceptance, we further explore the
impact of the techniques in group dynamics and collaborative decision outcomes that are critical
for positive AI-team interactions.

We conducted a between-subject experiment with 163 crowdworkers. A group of 3-6 members
carried out a collaborative decision-making task through a synchronous group chat discussion. We
built a facilitator CA that detected and promoted participation of under-contributing members in
the group. The CA sent a follow-up message using one of the three techniques that assists users in
setting appropriate expectations of the detection accuracy: 1) information: explicitly communicating
the accuracy of the detection algorithm (e.g., “the best estimate of how accurate the algorithm
detects whether someone is under-contributing or not is 77%”), 2) explanation: summarizing the
decision process and the data (e.g., “you have sent N messages and M unique words in the past
eight minutes”), and 3) adjustment: enabling individuals to gain a feeling of control in the detection
algorithm (e.g., “adjust the performance of the detection algorithm analyzing your contribution. 1:
less sensitive – 3: more sensitive”). The design of the three techniques was motivated by the belief
formation theories [30] and prior research [47] and was iteratively revised based on survey studies.
We measured user expectations of how accurately the CA detects under-contributing members,
user acceptance of the CA, as well as group dynamics and decision outcome scores, through chat
logs, surveys, and interviews.

The findings show that the explanation technique is the most effective method among the three
techniques. Participants in the explanation condition rated a higher perceived understanding of
the CA than the other conditions by 29%. However, the information technique reduced members’
participation compared to other conditions by 28%. Participants in the adjustment technique rated
a lower perceived group experience than other techniques by 15%. In contrast to findings from
dyadic systems [47], the techniques had limited impact on participants’ performance expectations
nor their acceptance of the CA in a group setting. People conceived or observed limitations of the
expectation-setting techniques toward other members and had little understanding of how the CA
interacts with other members, thereby diluting the effects of the techniques.

The primary contributions of this paper are: first, we reveal the broader impact of the information,
explanation, and adjustment techniques on individuals and group dynamics. Overall, we suggest
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using the explanation technique to improve perceptions of the CA without compromising members’
participation and the perceived group experience. Second, we provided empirical results of the
limited impact of the techniques on users’ performance expectations and acceptance of the CA
under social influence. Interactions with other members, such as observing another member’s non-
compliance with the CA, diluted the effects of the techniques. Third, we discuss which techniques
to use depending on the prioritized outcomes in various collaboration contexts. For example,
we suggest using the explanation and information techniques to improve group experience in
educational contexts and the explanation and adjustment techniques to deal with low participation
within a team. We offer design implications on how to assist a group of users to make appropriate
expectations for the detection algorithm or other AI systems in a group setting.

2 RELATEDWORK
We designed techniques to help users set appropriate expectations about how well a CA would
detect under-contributing members in a group chat discussion. Our work was primarily informed by
research on performance expectations and technology acceptance, expectation-setting techniques
of AI systems, and technical mechanisms to promote participation in a group chat discussion.

2.1 Performance Expectations and Technology Acceptance
People expect a CA to be high performing, smart, and seamless due to its anthropomorphic
characteristics [99]. In the context of AI-team collaboration, people expect human-like interactions
and performance from their AI teammates [102]. However, a CA is imperfect like any other AI
systems, and errors can introduce a discrepancy between people’s initial expectations and the
perceived performance [28, 51, 58, 88]. The expectation confirmation model (ECM) [9] posits
that confirmation of initial expectations improves technology acceptance, which in turn predicts
continuous usage of the system [21]. On the contrary, disconfirmation such as when the system’s
performance fails to meet the user expectation leads to lower technology acceptance. Therefore,
setting appropriate end-user expectations that align with the perceived CA performance is crucial
to enhance user acceptance of the CA.
According to belief formation theories [30], people form expectations through information

provided by some source such as a system designer telling them what to expect (i.e., informational
belief), through a process of inference from some other relationships or logic that they learned (i.e.,
inferential belief), and through direct observation or experience such as a user directly controlling
system configurations (i.e., descriptive belief). Inspired by the theories, Kocielnik et al. implemented
an accuracy indicator that explicitly stated the system performance, an example-based explanation
that helped users to infer the system performance by understanding the algorithm, and a slider that
allowed users to directly adjust the system performance for an email meeting request detection
system [47]. The authors found that using these techniques increased user acceptance of the system
when it underperformed compared to user expectations overall.

Our work used these theories and the prior research as a foundation and designed three
expectation-setting techniques to help users set appropriate expectations of how accurately a
CA detects under-contributing members in a group chat discussion: 1) information: explicitly
indicating the CA’s detection accuracy, 2) explanation: providing an overview about the CA’s
detection process with data, and 3) adjustment: enabling users to gain the feeling of control in the
CA’s detection algorithm. Prior works have designed expectation-setting techniques for dyadic
interactions between an AI system and a user. To our knowledge, no study has examined whether
these techniques would remain to be effective in group settings, where social influence from other
members may impact how people interact with and accept an AI technology [72, 85, 90, 92]. For
example, low technology acceptance of a user may pass on to other users and thereby decrease
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their acceptance of the system. This study aims to reduce this knowledge gap by evaluating the
expectation-setting techniques for a CA deployed in a group setting.

While technology acceptance predicts continuous system usage in a dyadic setting [21], there are
other important factors to predict positive AI-team interactions in a group setting. We, therefore,
aim to further explore the effects of the information, explanation, and adjustment techniques on
group dynamics and the collaborative decision outcome. For example, the adjustment technique
may impose negative effects on group dynamics because under-contributing members may try to
lower the sensitivity of the detection algorithm rather than change their participating behavior.
The expectation-setting techniques may also interfere with producing quality outcomes by shifting
people’s focus away from the task. We compared the effects of the expectation-setting techniques in
various outcomemeasures and proposed the best technique to use for positive AI-team collaboration.

2.2 Expectation-Setting Techniques of AI Systems
Our information, explanation, and adjustment techniques share ideas with AI research related to
performance indicators, explainable AI (XAI), and controllability, respectively. The information
technique we designed explicitly states that the CA’s detection algorithm is 77% accurate (design
details are discussed in Section 4.1). We anticipated that communicating the CA accuracy could
reduce the discrepancy between the CA’s actual performance and the users’ perceived performance,
leading to increased CA acceptance. Similarly, AI systems often present performance indicators that
explicitly state how well a system is expected to perform. The performance indicator helps a user
determine howmuch they should base their judgments on the system’s decisions, thereby improving
human decision-making [49]. As a result, it can increase users’ acceptance of AI systems [49, 60,
66, 103]. In a fast-paced discussion where the CA privately communicates its detection results to
each member, it is challenging for members to accurately assess its performance. Therefore, we
expected that the information technique could be especially valuable in our group context, helping
members to make accurate perceptions of the CA accuracy.

The explanation technique in the study gives an overview of the CA’s decision process, thereby
helping people to infer how accurately the CA would identify an under-contributing member.
Specifically, the CA describes how the algorithm detects an under-contributing member in general,
followed by the number of messages and unique words used for the detection. The design is
analogous to global and local explanations [54] in XAI research. XAI research promotes the
interpretability and transparency of traditional black-box models (e.g., survey papers [56, 62]). XAI
research seeks to make AI’s decisions and functions understandable by people [55]. Therefore,
explanations can increase users’ perceived level of understanding [47, 103], helping users to better
estimate system performance and capabilities [81]. Adding to this discussion, we anticipated that
the explanation technique can help members understand how the CA performs including why they
are detected as under-contributing, leading to higher user acceptance of the CA.
The adjustment technique elicits a user’s feeling of control by allowing them to adjust the

sensitivity of the detection algorithm, comparable to other controllable AI systems [5, 8, 11, 86]. The
validity of one’s own senses from direct experience is rarely questioned [30], thus prior research
reported positive effects of the controllability on adjusting user expectations and improving user
acceptance of the technology. For example, Kocielnik et al. designed a slider that gives users first-
hand control over the sensitivity of the system algorithm. The authors found a significant positive
impact of the slider on technology acceptance compared to the baseline condition. Presenting direct
controls to users, even slightly, over an imperfect algorithm’s forecast can reduce their aversion
towards imperfect algorithms [23], regardless of whether they actually work or not [86]. Through
control or the ‘feeling of control’, users feel responsible for or have ownership of the consequences
of those actions [18] and thereby increase user acceptance of imperfect AI systems. We expected
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that members would adjust the CA algorithm if it is not performing as expected. This greater
feeling of control could lead to higher user acceptance of the CA, as members would feel more
confident about how the CA performs after the adjustment.
Despite the benefits of performance indicators, explanations, and controllability in AI systems,

prior research also revealed limitations of these techniques. For performance indicators, providing
a simple numeric score may not be meaningful to lay people and is insufficient to develop a good
understanding of how accurate the system is, especially in a complex system [49, 103]. Yin et
al. demonstrated limited impact on the stated accuracy from a performance indicator because
direct observation and usage have a larger effect on technology acceptance [76, 98]. It also raises
concerns about humans overly relying on the performance indicator [49], given that the system
performance can be easily fooled [67]. Moreover, some researchers argue that explanations may be
difficult for humans to understand on their own. Zhang et al. found that explanation led to lower
technology acceptance when users disagreed with the AI predictions [103]. While controllability in
AI is generally considered beneficial, Barbosa et al. argued the risk of controllability when users
control the system without knowing the limitations and biases of the model [5]. Our work extends
these discussions by comparing the benefits and limitations of these techniques for a CA that
facilitates a group chat discussion. We offer design implications on when and how to use each
technique in various situations based on the effects of each technique we found.

2.3 Technical Mechanisms to Promote Participation in a Group Chat Discussion
Active and balanced participation within a group leads to members’ satisfaction [83] and high-
quality outcomes [27] in collaborative tasks. However, under-contributing behavior of one or
few people is common in group discussions [50] including online chats [74]. Researchers have
increasingly advocated the idea of using a CA that facilitates group conversations automatically
using natural language processing techniques to address the problem [43, 44, 93, 100]. A CA that
asked under-contributing members to contribute more elicited responses from them within the
next five messages [4], led to diversity in opinions [43, 44], improved the quality of the outcome and
multi-perspective knowledge of participants [93]. Forsyth explains that one prevalent reason for
under-contributing behavior is social loafing [31]. A CA can effectively motivate loafing members
by increasing awareness of their under-contribution, identifiability of members’ contributions, and
evaluation apprehension. CAs have also been successfully deployed to assist team collaboration
beyond participation management such as scheduling meetings [19], moderating community
platforms [79], summarizing [100] and structuring the discussion [44], or checking in members’
progress [84].

There are other mechanisms that have been traditionally studied for participation balance. Social
visualization that delineates group dynamics in real-time can effectively balance participation by
helping users to reflect and adjust their behaviors and making it difficult to hide in the crowd [7,
45, 53, 78]. However, visualizations can cognitively overload users in a fast-paced synchronous
chat and rely on individuals to figure out how to change their behavior [40]. Another mechanism
that has been studied is technology to aid human facilitators such as recommending supervisory
messages [14, 52]. While human facilitators can effectively intervene in various situations, they
have limited scalability, require adequate training, and are expensive. Researchers also proposed
language feedback systems to facilitate teamwork automatically [36, 83]. For example, Tausczik
and Pennebaker designed a system that displays feedback using pop-up windows. This mechanism
can be designed to provide verbal instructions to users directly and automatically similar to a CA.
However, a CA offers a more natural, engaging, and less distracting user experience [24] than
system pop-up windows [83] because a CA is perceived as a social actor rather than a tool by
adopting anthropomorphic characteristics [1, 43, 68, 80]. This perspective supports the computers
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Fig. 1. This example chat illustrates the adjustment technique. The FacilitatorBot detects Dragon as an
under-contributing member and asks Dragon to adjust the sensitivity of the detection algorithm using a
3-point scale. Dragon responds with 1 to adjust the algorithm to be less sensitive.

are social actors (CASA) paradigm [65] that people respond in the same manner regardless of
whether they are interacting with a human facilitator or a computer. Our work shares the goal
with these various mechanisms by promoting members’ balanced participation in a group chat
discussion. The design of the facilitator CA is still in its infancy and our paper attempts to advance
its design by identifying the best technique to set appropriate end-user expectations of the CA
performance.

3 CHAT INTERFACE
We built a chat interface using HTML/CSS, Node.js, MongoDB database, and Socket.io1 that
simulated a natural group chat experience. The interface design was iteratively revised through
feedback from pilot studies such as font size and color. As illustrated in Fig. 1, the chat interface
presented the text-based conversational history, members’ nicknames at the top, a green button for
the task description, a discussion timer, and an input text box at the bottom. A typing indicator (i.e.,
‘(nickname) is typing’) appeared above the input box. A button that opens the post-task survey
appeared when the discussion time ended. The interface only contained essential features for the
study to reduce any confounding effects from the design. Participants were assigned an animal
nickname rather than their real names or nicknames of their choice to mitigate name bias, prevent
privacy concerns, and help them remember members’ names easily.
Public messages were displayed in black font, while private messages were shown in blue font

with a prepended phrase, ‘private message to @username’. The CA sometimes requested a user to
respond to a question privately, which can be done by selecting ‘To: FacilitatorBot (privately)’ from
the drop-down menu above the input box. We designed the chat interface to present both private
and public messages in the same chat room to control the presentation timing of the CA message
because pilot testers missed private messages if they were presented in a different chat room.
Members only communicated using public messages with each other for experimental control.
1https://socket.io/demos/chat/

Proc. ACM Hum.-Comput. Interact., Vol. 7, No. CSCW2, Article 343. Publication date: October 2023.



Inform, Explain, or Control: Techniques to Adjust End-User Performance Expectations
for a Conversational Agent Facilitating Group Chat Discussions 343:7

4 CONVERSATIONAL AGENT DESIGN
A text-based CA named FacilitatorBot was deployed in every chat room. The name emphasized
the role of the CA and the robotic nature similar to prior CAs (e.g., TaskBot [84], ArbiterBot [4]).
The main capability of the CA was to detect under-contributing members and encourage their
contribution by sending supervisory messages. Following suggestions from a prior study [24], the
CA sent private messages (i.e., messages that only the recipient can read) to an under-contributing
member specifying their username. The message content was designed to motivate participation
of under-contributing members by identifying their low contributions and presenting a specific
goal [57]. The CA also introduced the task, sent remaining time reminders, and stopped the
discussion when the timer ended. The CA structured the discussion based on the diamond of
participation framework [41], which encouraged the divergence of ideas in the first half of the
discussion and the convergence of ideas in the second half of the discussion.
The CA calculated the contributions of each member in real-time by adding the normalized

number of messages and the normalized number of unique words since the last intervention (or
since the start of the task if it was the first intervention):

𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛_𝑠𝑐𝑜𝑟𝑒 = 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑛𝑢𝑚_𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠) + 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑛𝑢𝑚_𝑢𝑛𝑖𝑞𝑢𝑒_𝑤𝑜𝑟𝑑𝑠)

Our system counted the number of messages that were sent from each user to measure the
𝑛𝑢𝑚_𝑚𝑒𝑠𝑠𝑎𝑔𝑒𝑠 . To calculate the 𝑛𝑢𝑚_𝑢𝑛𝑖𝑞𝑢𝑒_𝑤𝑜𝑟𝑑𝑠 in each member’s messages, the system used
Porter Stemmer2 where each word was converted into its root forms, removed duplicate roots
and stop words, and then tallied the remaining words. These two features were commonly used
in existing studies [43] as proxies for quantity and quality of contributions. We normalized the
metrics instead of using raw values to eliminate the effects of differing scales and units (i.e.,
𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑 (𝑥) = (𝑥 − 𝑥𝑚𝑖𝑛)/(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛)).

Then the CA selected one under-contributing member, whose contribution score was the lowest,
8 and 16 minutes after the task started (i.e., two interventions per 25-minute discussion). This
frequency was determined after pilot studies to minimize the distraction but to have at least one
intervention at each phase of the diamond of participation framework [41]. If there were more
than one person with the same contribution score, we randomly selected one person. Therefore,
there were typically two members (or one member if the same member selected twice) detected as
under-contributing per team of 3-6 members.

4.1 Detection Accuracy
In a preliminary study, we surveyed ten participants from Amazon Mechanical Turk (MTurk) to ask
their expected accuracy of an agent detecting under-contributing members using an 11-point Likert
scale (0: 0% – 10: 100%): “Overall, how well do you expect the agent to identify a person as under-
contributing or not” [47]. This question encapsulates the definition of accuracy by considering the
proportion of correctly detected participants (true positives and true negatives) to the total number
of participants. We briefly explained the chat interface and the CA to help them form expectations
before actual usage. Participants received $1.5 for completing the 10-minute survey. As a result, the
average expected accuracy was 77% (SD=0.08). Therefore, we aimed to build a detection algorithm
that is close to 77% accuracy.

To measure the accuracy of our heuristic detection algorithm, we used a chat dataset we collected
in a prior study that was conducted in a similar setting [Anon.]. For every member in the discussion,
two researchers independently annotated whether a member was under-contributing or not during
each interval of discussion. Cohen’s kappa was 0.94 for a subset of the chat dataset (approx.

2https://www.npmjs.com/package/natural/v/0.0.27
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10%), indicating almost perfect agreement between the two researchers. Using the annotated
dataset, the classifier achieved 77% accuracy, accomplishing our goal accuracy. We also tested other
classifiers such as varying the number of detected members and algorithms (e.g., SVM, Logistic
Regression, RF, MLP), but the current detection algorithm achieved the closest accuracy we aimed
for, controlled confounding factors such as the number of detected members, and was easy to
explain to participants.

4.2 Setting End-User Expectations of the Detection Accuracy
The CA sent private messages to members about the detection results, followed by the information,
explanation, or adjustment technique. These techniques were designed to help users set appropriate
expectations about how accurately the CA would detect an under-contributing member, i.e. the
detection accuracy. We had three design principles for the expectation-setting techniques. First,
we aimed for simplicity because short messages are common in fast-paced online chats. Second,
a text-based message style was desired rather than adding visualizations or charts. Researchers
found that approximately 40% of people preferred not to see charts and graphs in the context
of a conversational interface because text can give enough information without too many or
complicated details [37]. We also wanted to control confounding effects caused by the effectiveness
of the visualization itself. Third, the message should implicitly or explicitly communicate that the
CA can make imperfect decisions.
The design of expectation-setting techniques was initially motivated from a prior work [47],

revised based on our design principles, and was tested among our research team and external pilot
testers. We then conducted multiple rounds of online surveys collecting quantitative and qualitative
feedback from 37 MTurk workers and iteratively improved the design to represent each technique.
Participants were compensated $1.5 for submitting the 10-minute survey. We stopped the design
process as it reached saturated responses. All testers reported that the messages were clear and
understood as we intended. The interactivity was controlled by requiring participants to answer
1,2, or 3 in all techniques. The final design of the techniques is described in Table 1.

The information technique explicitly communicated the accuracy of the detection algorithm.
We used accuracy because it was the easiest measure that participants can understand compared
to other performance measures and was validated in similar studies [47, 76, 98, 103]. We added
frequency information (e.g., “it is correct 77 out of 100 times”) in addition to the 77% accuracy to
help users understand its meaning [49]. We further clarified how we measured the accuracy and
possible errors based on requests from pilot testers.
The explanation technique provided an overview of the decision-making process. The raw

number of messages and unique words sent by a user and the rest of the group were also provided
so that people can infer why they were detected or not detected as under-contributing by comparing
them to others. Following a question-driven design process [56], we elicited user needs as questions
(e.g., “what questions would you ask the agent to understand why you are detected as under-
contributing?”), categorized the questions and identified priorities, mapped prioritized question
categories to XAI solutions, and iteratively evaluated and improved the explanation design.

The adjustment technique enabled users to gain a feeling of control over the detection algorithm.
Specifically, the CA asked a user to alter the sensitivity of the detection algorithm using a 3-point
scale. We iteratively revised the design with questions derived from prior works [47, 88]. The
technique did not change the actual algorithm for the experimental control, yet still effective
due to a placebo effect [86]. Since it was difficult to validate whether the CA actually changed
its sensitivity, most participants believed that they actually changed the algorithm. The CA said
upfront that the adjustment technique was available to all members and they can only adjust their
own detection model. We initially considered a design in which the CA asks a member to adjust
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Table 1. Example messages with the proposed techniques. In all conditions, the CA informs the detection
results followed by the information, explanation, adjustment technique, or none (baseline). The interactivity
was controlled by asking participants to respond in all conditions.

Condition Detection Result Expectation-Setting Technique

1 Information Since the beginning of the task,
you are detected to be quieter
than other members.
Please share your opinions
with your team.

OR

Since the beginning of the task,
you are detected to be
contributing as much as others.

Based on a dataset from past groups, the best estimate of how accurate the algorithm detects whether someone
is under-contributing or not is 77%, which means that it is correct 77 out of 100 times. Errors may occur that
1) you are falsely detected as under-contributing or 2) you are not detected as under-contributing even if you are.
Respond using a PRIVATE message whether you understood this message (required): 1: Yes, 2: Maybe, 3: No

2 Explanation

Every eight minutes, the algorithm detects one member who sent the least number of messages and unique words
as under-contributing. You have sent N messages and M unique words in the past eight minutes, while the
other members sent X messages and Y unique words on average. Respond using a PRIVATE message whether
you understood this message (required): 1: Yes, 2: Maybe, 3: No

3 Adjustment

How would you like to adjust the performance of the detection algorithm analyzing ’YOUR’ contribution?
Respond using a PRIVATE message on a 3-point Likert scale (required): 1: Less sensitive (You are less likely to be
detected as under-contributing even if you are), 2: Keep it the same, 3: More sensitive (You are more likely to be
detected as under-contributing even if you are not)

4 Baseline Respond using a PRIVATE message whether you understood this message (required): 1: Yes, 2: Maybe, 3: No

the detection model shared by all group members. However, participants didn’t believe that their
input can change the model that detects other members and were confused about how individual
inputs were combined to adjust the shared model, thus leading to our current design.

5 METHOD
We planned to answer the following research question (RQ): how do the information, explanation,
and adjustment techniques affect: 1) the performance expectation and user acceptance of the CA,
2) group dynamics (e.g., members’ participation, perceived group experience), and 3) the decision
outcome.

5.1 Study Design
To answer the research question, we designed a between-subjects experiment with four conditions.
There were three treatment conditions, information condition, explanation condition, and adjust-
ment condition, each using the corresponding technique. We also added a baseline condition in
which the CA only informed the detection results and encouraged under-contributing members’
participation without any expectation-setting techniques. All conditions with example CAmessages
are listed in Table 1.
We focused on small groups (3-6 members per group) where everyone is generally expected

to participate in a short discussion. Small groups provide a microcosm of group dynamics as
many larger conversations often splinter into smaller groups [7]. It is difficult to predict how
many crowdworkers will actually show up and start the task, which led to our decision of the
flexible group size. We focused on non-hierarchical nascent groups to prevent existing relationships
between members from confounding the effect of the CA. A synchronous chat interface was used
because it provides a spontaneous and live discussion [20]. People also prefer a text-based chat
rather than in video-based or face-to-face meetings when meeting for the first time [12].

5.2 Task
The task was to make a three-sentence advertising Tweet for a bake sale fundraiser that is novel,
understandable, and useful. It should only contain text (hashtags and emojis are allowed) and be
less than or equal to 280 characters, the same as tweets on the Twitter platform3. We offered details
about the event to spark creativity such as the date, location, sale items, and target audience. We
chose the advertisement task [2, 25, 59] because it accepts diverse viewpoints, demands a short time,
and does not require prior knowledge. We also considered other tasks used in similar research such
3https://twitter.com
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Table 2. Demographic profiles of participants. The total number of participants for each factor is reported
in the Total column. The number of participants who were associated with each condition is reported in
subsequent columns.

Factors Range Total Information Explanation Adjustment Baseline

Gender

Male 85 22 23 22 18
Female 74 18 18 16 22

Non-binary 1 1 0 0 0
Prefer not to say 3 0 0 1 2

Age

18-29 years 22 7 5 3 7
30-39 years 61 15 12 19 15
40-49 years 43 10 16 4 13
50-59 years 26 7 5 8 6

60 years or older 11 2 3 5 1

Education

Less than high school degree 1 1 0 0 0
High school degree or equivalent 16 4 4 2 6

Some college but no degree 27 7 8 6 6
Associates degree 16 2 4 5 5
Bachelors degree 89 23 23 22 21
Graduate degree 14 4 2 4 4

Ethnicity

White 135 36 33 33 33
Hispanic or Latino 10 1 3 1 5

Black or African American 8 1 3 3 1
Asian or Pacific Islander 8 2 2 1 3

Other 2 1 0 1 0

AI experience
I have heard about AI in the news, friends, or family 97 22 21 23 31

I closely follow AI-related news 35 9 13 7 6
I have some work experience and/or formal education related to AI 27 8 7 8 4

I have significant work experience related to AI 4 2 0 1 1

as information-seeking [38] or travel tasks [4, 43] but the current task demanded less multitasking
than the alternative tasks, preventing users from browsing other pages when the CA intervened.

5.3 Participants
We recruited crowdworkers from Amazon Mechanical Turk whose number of approved tasks was
greater than 1000 and whose HIT approval rate was greater than 97, in order to receive quality
responses. Eligible participants were at least 18 years old, located in the US, native English speakers,
and often use online chats, to mitigate differences in time zones [82], language proficiency [34], and
technology familiarity. We filtered out participants who did not pass English proficiency tests [15],
made invalid responses in the sign-up form, and reported that they have no interest in the task.
Participants were instructed to use a desktop or laptop computer for the experiment.
Among 179 participants who completed the study, we filtered out 16 participants who failed

the attention-check questions in the post-task survey. As a result, we analyzed data from 163
participants. There were ten teams per condition, and the average team size was 5 members
(SD=1.06). We balanced distributions of gender and extroversion personality [33] across conditions
when assigning participants to groups using covariate adaptive randomization method [42] because
those two factors primarily influence group behavior [26, 71]. Participants had approximately 60
different majors and 103 different occupations, which indicated the information diversity that helps
participants to perform creative tasks [95]. The distributions of gender, age, education, ethnicity,
and AI-related experience were not significantly different across conditions. Demographic profiles
of participants for each condition are reported in Table 2.

5.4 Study Procedure
We conducted an online study that lasted about 50 minutes. We ran the study in batches of four
group chats, with one chat room per condition. After participants signed up for the study with
a consent form, a researcher invited eligible participants to the actual group study before the
scheduled time. Prior to the scheduled time, participants entered a waiting room on our website.
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At the scheduled time, participants were directed to our task page where they completed a pre-task
survey (10 mins) and entered a group chat with a pre-defined animal nickname. The FacilitatorBot
welcomed participants and asked them to do a quick getting-acquainted exercise (5 mins) such as
chatting about hobbies for ecological validity. If a participant did not send any message during
this phase, we believed that the participant was not paying attention to the chat and removed
them from the chat room before the task started. Participants performed the collaborative task (25
mins) and then individually finished a post-task survey (10 mins). Participants were not allowed to
proceed to the survey before the allotted task time to prevent a situation where a group made a
decision without discussion.
Participants were compensated with a fixed payment of $12 for completing the task that took

approximately 50 minutes (i.e., $14.4/hr). In addition, they were paid a small fee (e.g., $0.3) for the
sign-up survey. A bonus ($1/person) was offered to the top 5% groups who achieved the highest
decision outcome scores. We instructed participants that compensations will be equally distributed
to members in a group to prevent members from believing that they must actively participate in
order to get paid, leading to a more variability of individual contributions.

5.5 Interview
We conducted a semi-structured, individual interview with 8 participants to gain additional insights,
which lasted about 33.63 minutes on average. Among participants who wanted to be invited to
a follow-up optional interview, we tried to sample participants who had varying experiences
with the CA (e.g., detected vs. non-detected participants in different conditions). We used a video
conferencing tool for the interview and prepared their chat history and survey responses to assist
their memory. At the start of the interview session, we provided an online consent form and began
audio or video recording depending on their consent for transcription. We then asked questions that
focused on the research questions including how they perceived the expectation-setting techniques,
the CA, and the discussion experience, and their survey responses such as their reasoning of how
they rated the performance expectation, acceptance of the CA, and group dynamics. The interview
questions are listed in the auxiliary material. We offered compensation after the interview at a
$20/hour rate.

5.6 Measures
Using survey responses and chat logs, we measured user expectations and acceptance of the CA,
group dynamics, and decision outcome scores. To review the list of survey questions, please refer
to the accompanying auxiliary material.

5.6.1 User Expectations and Acceptance of the CA.

• Performance expectations: Similar to a prior work [47], we measured performance ex-
pectations in the pre-task and the post-task surveys. In the pre-task survey, participants
rated a question, “in your opinion, how well do you expect the agent to identify a person as
under-contributing or not?”, using an 11-point Likert scale (0: not at all accurate (0%) – 10:
always accurate (100%)). We briefly explained the CA and the chat interface to help them
form their initial expectations of the CA. In the post-task survey, participants answered a
similar question, “in your opinion, how well do you feel the agent identifies a person as
under-contributing or not?” using the 11-point Likert scale.

• User acceptance of the CA: Participants rated their acceptance of the CA using five
questions (Cronbach’s 𝛼=0.94) [21, 47] (e.g., I would use the CA if it was available) with a
seven-point Likert scale (1: strongly disagree - 7: strongly agree).
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• Perceptions of the CA: We also measured other perceptions of the CA that could be relevant
to technology acceptance [89]. Participants rated their embarrassment when receiving a
message from the CA using four semantic differential pairs of words with a seven-point
Likert scale (Cronbach’s 𝛼=0.90) [61]. Participants rated their perceived intelligence of the CA
with two semantic differential pairs of words using a seven-point Likert scale (Cronbach’s
𝛼=0.95) [6]. Participants rated their perceived understanding of the algorithm using a statement,
“I understand how FacilitatorBot decides whether a person is under-contributing or not”, and
perceived control using a statement, “I have control over how FacilitatorBot decides whether
I am under-contributing or not”, with a seven-point Likert scale (1: strongly disagree - 7:
strongly agree) [47].

5.6.2 Group Dynamics.

• Perceived group experience: Participants rated their perceived group experience using
four questions (Cronbach’s 𝛼=0.92) [3] (e.g., In our team, relationships are harmonious) with
a seven-point Likert scale (1: strongly disagree - 7: strongly agree).

• Participation: Two researchers rated the quality of each message (i.e., 𝑞𝑢𝑎𝑙𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒), from
the chat log using the product of relevance and informativeness scores adopted from the
Response Quality Index (RQI) [97]:

𝑞𝑢𝑎𝑙𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒 (𝑚𝑒𝑠𝑠𝑎𝑔𝑒) = 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑐𝑒 (𝑚𝑒𝑠𝑠𝑎𝑔𝑒) ∗ 𝑖𝑛𝑓 𝑜𝑟𝑚𝑎𝑡𝑖𝑣𝑒𝑛𝑒𝑠𝑠 (𝑚𝑒𝑠𝑠𝑎𝑔𝑒)

Relevance is defined as how relevant a message is to the task, ranging from 0 (irrelevant) to
2 (very relevant). Informativeness is defined as how much information the message contains,
ranging from 0 (not informative) to 2 (very informative). Researchers independently rated the
relevance and informativeness of each message using a subset of the chat data, compared the
discrepancies, and finalized a coding guideline. Then the researchers independently labeled a
test sample of the data (approx. 10%) to calculate inter-rater reliability. Krippendorff’s alpha
was 0.80 for relevance and 0.84 for informativeness criteria, indicating reliable agreements [48].
The rest of the data was labeled by these researchers using the established guideline. Using
the quality score of each message, we calculated total contribution of a member which sums
the quality scores of all message sent by that user (N = total number of messages sent from a
user):

𝑡𝑜𝑡𝑎𝑙_𝑐𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 =

𝑁∑︁
𝑖=1

𝑞𝑢𝑎𝑙𝑖𝑡𝑦_𝑠𝑐𝑜𝑟𝑒 (𝑚𝑒𝑠𝑠𝑎𝑔𝑒 (𝑖))

We also measured contribution balance by calculating the Gini coefficient of members’ to-
tal contributions. The Gini coefficient ranges from zero to one and indicates a degree of
inequality of a group [43, 78, 83]. It is possible to obtain a high contribution balance with
low overall contributions; an extreme example is a situation where a perfect balance is
achieved as all members sent no message. Thus, both measures are important to gauge a
team’s participation [24].

5.6.3 Decision Outcome Score. Two researchers rated collaborative decision outcomes (i.e., three-
sentence tweet) reported in the post-task survey. After a short discussion, researchers independently
rated each outcome using a five-point Likert scale for two criteria [2, 73]: 1) novelty (How unique,
unusual, or novel is this idea?) and 2) usefulness (How useful is this idea for the intended purpose?).
Cronbach’s alpha was 0.82 for novelty and 0.80 for usefulness, which indicates good internal
reliability [32]. We calculated the average of these ratings to calculate the decision outcome score.
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5.7 Analyses
We utilized both statistical and qualitative analyses to triangulate the findings.

5.7.1 Statistical analysis. We built linear mixed models (LMMs) to analyze individual post-task
survey responses (e.g., post-task performance expectation, user acceptance of the CA, perceptions
of the CA, and perceived group experience) or the total contribution of each member. We used the
condition (i.e., the type of technique used) as a fixed-effect factor and the group ID as a random-effect
factor [75].We added the group size as a fixed covariate in all analyses.When analyzing the post-task
performance expectation, we added the pre-task performance expectation as a covariate [69]. When
analyzing user acceptance of the CA, we added participants’ agreeableness personality measure as
a fixed covariate because it may affect user acceptance of the technology [64]. we obtained P-values
using likelihood-ratio chi-squared tests of the full model with the effect in question against the
model without the effect in question, which is a common procedure for LMMs [63, 96]. When
predicting group-level dependent variables (e.g., task outcome score and contribution balance), we
constructed linear regression models. We performed an analysis of variance to calculate p-values.
For post-hoc tests in all analyses, we added Bonferroni corrections for multiple comparisons.

5.7.2 Qualitative data analysis. Two researchers analyzed open-ended survey responses in which
participants explained their performance expectations and acceptance of the CA. The data was
partitioned into 366 idea units. Following the procedure of thematic analysis [10], researchers
independently coded the data and generated high-level themes. Researchers discussed their themes
until a consensus was reached and created a coding schema. Researchers coded sample data (about
10%) and achieved a Krippendorff’s alpha of 0.86, indicating a reliable agreement [48]. Researchers
labeled the rest of the data using the established schema and counted the number of participants
who mentioned each theme. We removed minor themes that were mentioned by fewer than three
participants in every condition.

The interview data were transcribed and partitioned into 220 idea units. We focused on idea units
related to the research questions. Two researchers conducted the thematic analysis [10] such as
independently annotating the idea units and generating high-level themes, discussing the themes
until a consensus was reached, and creating a final coding schema. Researchers coded sample data
(about 10%) and achieved a Krippendorff’s alpha of 0.83, indicating a reliable agreement [48]. We
removed minor themes that were mentioned by fewer than three interviewees. Most of the themes
we found from the interviews and the open-ended survey responses were similar, thus we report
the aggregated list of themes in Table 3.
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Table 3. Summary of themes from qualitative data analyses. The number of participants who mentioned each theme in the post-task survey is noted in
subsequent columns for the information (I), explanation (E), adjustment (A), and baseline (B) conditions. The interview column displays the number of
participants who mentioned each theme among the eight interviewees.

RQ Category Theme Description I E A B Interview

Evaluating
CA

performance

Own perceptions Accurate detection of oneself The agent detected the user’s contribution accurately or as expected including errors. 17 14 11 15 3
Inaccurate detection of oneself The agent detected the user’s contribution inaccurately. 6 3 3 5 0

Perceptions of others Unclear detection of others Participants didn’t know what messages others received so couldn’t evaluate the agent performance. 2 6 7 4 3
Observation of others’ contributions Participants estimated the agent’s performance by observing other members’ behaviors. 1 2 4 8 4

Algorithm Quality and context not considered Participants felt the algorithm didn’t account for the quality of a message or the context. 1 6 4 5 5
Questions about the algorithm Participants questioned the algorithm or doubted about its performance. 0 4 2 3 2

Information technique Trust the given accuracy Participants evaluated the performance of the agent based on the given accuracy information. 7 0 0 0 1
Explanation technique Exact counts The statistics and counts provided by the agent made sense and was precise. 0 8 0 0 3

Others Others Other abstract, ambiguous, irrelevant, minor themes, or no opinion. 6 4 7 5 8

User
acceptance
of the CA

High acceptance

Accurate detection The agent accurately detected users’ contributions or was accurate enough. 9 5 1 3 6
Keep the group on track The agent helped the group to stay on track. 0 3 3 2 3
Moderate discussion and task The agent moderated the discussion well such as structuring the discussion, introducing the task, etc. 1 0 2 3 2
Generic positive perceptions Participants expressed other positive opinions about the agent such as not overpowering, etc. 7 3 4 9 3
Monitor participation of members Participants explained that the agent was useful in tracking their own/others’ messages. 0 6 0 1 0

Low acceptance

Inaccurate or imperfect detection The agent inaccurately detected users’ contributions. 4 0 2 3 2
Not useful Participants thought the agent was not necessary at all times or personally not useful. 4 6 4 1 0
Disrupt the flow Agent messages were distracting the flow of the conversation. 3 1 1 1 2
Forceful and Stressful The agent may be pushy. Participants can be withdrawn. 0 3 1 2 4
Pre-existing perceptions of using bots In general, participants felt bots are less personal and scripted, and less intelligent than humans. 0 0 2 4 5
No significant value or change The agent didn’t lead to significant change in the discussion 0 0 6 1 4

Neutral
Useful in some contexts The agent can be useful in some contexts so user acceptance of the CA depends on the context. 4 2 4 2 0
More information needed Participants were undetermined and wanted more information to decide their acceptance of the CA. 4 0 1 4 5
Others Other abstract, ambiguous, irrelevant, minor themes, or no opinion. 2 6 1 7 8

Participation
Increase Motivate discussion and contribution The agent motivated members to contribute more, spurring the discussion. 4 4 4 5 8

Quantity over quality Participants expected or observed that people were sending messages for quantity over quality. 2 5 2 1 6

Same Keep the same participation level Participants kept the same participation level because they were already contributing. n/a 5
Adjustment to less sensitive Participants can control the algorithm to less sensitive rather than increasing their participation. n/a 2

Other

Decision outcome Promote the exchange of ideas The agent improved the decision outcome by promoting an open discussion. n/a 1
Embarrassment Self-conscious and awkward Some participants mentioned that they felt awkward to receive CA messages. n/a 3

Improvement ideas Give feedback about good contributions Some participants wanted more acknowledgment about their good contributions (e.g., rank) n/a 3
Help the team to reach a consensus Some participants wanted more support from the agent to reach a consensus. n/a 2
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6 RESULTS
We report how the proposed techniques affect performance expectations and acceptance of the CA,
group dynamics (i.e., participation of members, perceived group experience), and decision outcome
scores. We report patterns of interest only. The detailed statistical outputs of full LMMs are in
the Appendix. When citing quotes, we report participant IDs with an alphabet that represents the
condition of that participant such as information (I), explanation (E), adjustment (A), and baseline
(B) conditions (e.g., I2 indicates a participant #2 in the information condition).

6.1 Performance Expectations and User Acceptance of the CA (RQ1)
The techniques did not significantly affect the post-task performance expectation (𝜒2 (3) = 1.51, 𝑝 =

.68) nor user acceptance (𝜒2 (3) = 4.94, 𝑝 = .18) of the CA. Additionally, a correlation analysis
provided empirical evidence of expectation confirmation theory in which a lower discrepancy
between the pre-task and post-task expectations leads to higher acceptance of the CA (𝑝 = .008).
As shown in Table 3, the qualitative analysis revealed many factors relevant to participants’

performance expectations and user acceptance of the CA. We found that people’s perceptions of
the CA accuracy in detecting their own contributions influenced their performance expectations
and user acceptance of the CA (‘Accurate/Inaccurate detection of oneself’ theme). Additionally,
we found perceptions of other members diluted the effects of the techniques on participants’
performance expectations and CA acceptance. In particular, participants mentioned that their
perceived performance of the CA depended on how other team members behaved in the discussion
(‘Observation of others’ contributions’ theme): “Everyone seemed to be participating throughout, so I
can assume they responded to (the CA’s) messages” [A155]. Also, participants said that they were
resistant to changing their expectations because they were not aware of how the CA interacted
with other members due to private messaging (‘Unclear detection of others’ theme): “I don’t know
how the message was towards the others” [A89]. Furthermore, how well the CA performed the
facilitator’s role such as keeping the group on track, moderating the discussion, and monitoring
the participation of members factored in to decide their ratings of the CA acceptance as explained
in Table 3, which might have reduced the impact of the techniques.

6.2 Perceptions of the CA (RQ1)
The analysis showed that the techniques had a significant effect on the perceived understanding
of the CA (𝜒2 (3) = 16.67, 𝑝 = .001). Post-hoc tests revealed that participants in the explanation
condition rated their perceived understanding of the CA higher than participants in the adjustment
condition (𝑝 = .001), the information condition (𝑝 = .002), and the baseline condition (𝑝 = .07).
We also revealed that the techniques affected the embarrassment (𝜒2 (3) = 7.35, 𝑝 = .06) and the
perceived intelligence of the CA (𝜒2 (3) = 6.92, 𝑝 = .07) of non-detected members with marginal
significance. Post-hoc analyses showed that the non-detected members in the explanation condition
rated their embarrassment to be significantly lower than the information condition (𝑝 = .04).
Non-detected members in the explanation condition perceived a significantly higher intelligence of
the CA than those in the adjustment condition (𝑝 = .03). The results may indicate that explanations
are mostly beneficial to non-detected members. Detected members were still embarrassed and did
not acknowledge the CA’s intelligence despite the explanation’s presence. There was no significant
difference in the perceived control among conditions (𝑝 = .7).

From the qualitative analyses, we found that participants in the explanation condition reported the
CA as more knowledgeable (‘Exact counts’ theme) “because it counted exactly everyone’s characters,
and who was under-contributing, and how many characters I had input as compared to the others,
so knowledgeable in terms of it had all that data” [E65]. The data helped them understand the
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algorithm and feel less awkward or personally attacked when the CA detected someone as under-
contributing. Regarding embarrassment, one non-detected participant in the information condition
said (‘Embarrassment’ theme): “Any kind of error by an algorithm is going to be frustrating. So if I
had gotten the other response (that I am under-contributing), for example, I think that would have been
annoying to me” [I24]. This means that participants felt embarrassed due to the potential errors
(i.e., 23%) that the CA could make, implied by the stated accuracy of the information technique.

6.3 Participation (RQ2)
The techniques significantly affected the total contribution (i.e., the number of messages weighted
by quality) (𝜒2 (3) = 9.13, 𝑝 = .03). Post-hoc analyses indicated that the total contribution in
the information condition was significantly lower than the total contribution in the explanation
condition (𝑝 = .01) and was lower than the adjustment condition with marginal significance
(𝑝 = .09). There was no significant difference in the contribution balance between conditions
(𝑝 = .34). Given that there was no significant difference between conditions in the number of
messages, the decrease in the total contribution when using the information technique could be
attributed to the decrease in the quality of contribution.

From our qualitative analyses, we found that participants in the information condition may have
felt less motivated when receiving information about the agent’s accuracy, because they realized that
the agent could make errors up to 23%. Participants could have also misinterpreted this statement
as reaffirming their opinion about their contribution (‘Accurate detection of oneself’ theme): “If the
bot told you that you were under-performing or under-contributing, but you had disagreed with it,
you can attribute that to the bot not being perfectly accurate” [I24]. Overall, participants perceived
that the CA can effectively increase participation (‘Motivate discussion and contribution’ theme)
but this did not always translate to quality contributions (‘Quantity over quality’ theme). Some
participants mentioned that they didn’t increase participation because they thought they were
already contributing equally (‘Keep the same participation level’ theme).

6.4 Perceived Group Experience (RQ2)
The techniques significantly affected the perceived group experience (𝜒2 (3) = 11.92, 𝑝 = .01).
Post-hoc analyses revealed that participants in the information condition (𝑝 = .06), the explanation
condition (𝑝 = .004), and the baseline condition (𝑝 = .02) had a more positive group experience
compared to the adjustment condition. Taking a closer look at the data, we found the same pattern
for the data collected from the non-detected members only (i.e., who were not detected as under-
contributing by the CA) (𝜒2 (3) = 15.92, 𝑝 = .001), but no significant result was found from the
detected members (𝑝 = .62). The data mean that it is primarily non-detected members who had
negative perceptions of the group experience.

Non-detected participants in the adjustment condition mentioned the possibility of the CA being
adjusted by under-contributing members to be less sensitive and eventually failing to detect under-
contributing behavior. This idea may have worsened their collaborating experience. A contributing
member said: “There’s an expression you ‘let him off the hook’ and that means that you give somebody
leeway and allow them to get away with more. So if Jackal (nickname of a participant) had not been
contributing as much as the others and was able to change the sensitivity level from two to one, they
might have seen it as a way to just keep doing what they were doing. You might have seen it as just
permission to stay the same and a lack of pressure to improve” [A106]. As reported in Table 3, we
also found supporting evidence that some participants tried to lower the sensitivity level of the CA
detection rather than increasing their contributions (‘Adjustment to less sensitive’ theme). Further
analysis supported this hypothesis; 6/16 (37.5%) of the participants lowered the sensitivity threshold
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Table 4. Descriptive statistics of results for all conditions. We reported the means and standard deviations
in parentheses. When significant results were found only for those who were not detected (ND) as under-
contributing, the data for that group are reported. Values that show improvement compared to other conditions
are highlighted in green and negative effects are shaded in red.

RQ Measure Information Explanation Adjustment Baseline

1

Performance expectation change -0.12 (2.73) -0.15 (2.82) -0.54 (2.96) -0.93 (2.91)
User acceptance of the CA 4.43 (1.56) 4.54 (1.74) 3.76 (1.85) 4.67 (1.99)

Embarrassment (ND) 3.46 (1.55) 2.27 (1.37) 2.93 (1.45) 3.00 (2.00)
Perceived intelligence (ND) 5.39 (1.12) 5.7 (1.08) 4.67 (1.67) 5.16 (1.78)
Perceived understanding 4.34 (1.59) 5.68 (1.42) 4.33 (1.83) 4.55 (1.89)

2
Total contribution 35.58 (11.12) 51.74 (13.78) 49.34 (15.68) 47.43 (13.17)

Contribution balance 0.19 (0.10) 0.14 (0.05) 0.16 (0.10) 0.16 (0.08)
Perceived group experience 6.35 (0.63) 6.59 (0.68) 5.52 (1.6) 6.54 (0.74)

3 Decision outcome score 2.92 (0.72) 3.12 (0.75) 2.80 (0.96) 3.95 (0.86)

after being detected as under-contributing, whereas only 7/74 (9.4%) of the participants lowered
the sensitivity threshold after being identified as contributing as much as others.

6.5 Decision Outcome Score (RQ3)
The techniques significantly affected the decision outcome scores (𝐹 (4, 35) = 2.88, 𝑝 = .04). Post-hoc
tests showed that the task outcomes had a higher score in the baseline condition compared to the
adjustment (𝑝 = .02) and the information (𝑝 = .06) conditions. The qualitative data did not reveal
that the techniques directly influenced the decision outcomes, but might have instead disrupted
the task flow: “I thought it (the CA) was a little distracting because I had to go away from what I was
thinking about” [A106].
We offer two possible reasons based on qualitative data and prior research [46, 56]. First, the

additional information from the proposed techniques might have shifted the focus away from the
task. For example, participants reported that they were sometimes distracted by the CA messages
in a fast-paced conversation (‘disrupted the flow’ theme): “It was a little distracting because I had to
go away from what I was thinking about trying to make a decision”[A106]. Second, the techniques
might have encouraged quantity over quality of contributions. The ‘quantity over quality’ theme
appeared in the qualitative analysis as shown in Table 3. The quantity of contributions was also not
correlated to the decision outcome score (𝑝 = .82). One participant in the explanation condition
said that they were: “subconsciously wanting to count how many letters and words you’re typing so
that I think it’s counterproductive in terms of thinking creatively to stay on task”[E65]. However, this
hypothesis is weakly supported by our quantitative data because there was no significant difference
between conditions in the number of messages (𝑝 = .09).

6.6 Summary of Key Results
Descriptive statistics for all measures are summarized in Table 4, highlighting positive and negative
results. Contrary to a prior work [47], the techniques did not significantly influence performance
expectations nor user acceptance of the CA. One reason is that the interactions with other members
diluted the effects of the techniques on participants. Thus the techniques had a non-significant
influence on user acceptance of the CA. Results showed that the explanation technique improved
the participants’ perception of the CA. Specifically, it reduced embarrassment and improved the
perceived intelligence and understanding of the CA. The information technique was the least
effective to increase total contribution compared to other techniques because it led participants
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to prioritize quantity over quality of contributions and led to misinterpretation. The adjustment
technique led to amore negative perceived group experience. In particular, non-detected participants
disliked the fact that the under-contributing members could lower the sensitivity of the detection
algorithm instead of contributing more. The baseline condition led to a higher decision outcome
score than other conditions.

7 DISCUSSION
In this section, we discuss design implications, generalizability of our findings, limitations, and
future directions of research.

7.1 Design Implications
Among the three techniques we tested, the explanation technique in which the CA gives an overview
of the decision-making process with data is the most effective strategy overall. Quantitative results
show that the explanation technique improves perceptions of the CA such as increasing user
understanding of the algorithm, reducing embarrassment, and improving perceived intelligence of
the CA, without sacrificing members’ contributions or perceived group experience. Qualitative
findings triangulate these results that the CA was perceived to be knowledgeable by providing
precise data underlying the AI decision. These findings echo research findings in XAI that the
explanation technique improves people’s understanding of the AI model [94]. It also reflects the
social comparison theory [29] in which individuals were able to gain accurate self-evaluations
by comparing their message and word counts with others and thereby understand why they are
detected or not detected as under-contributing.
The data shows that the information technique reduced members’ contributions by reducing

the quality of ideas. People are often unaware that they are under-contributing [31] and we found
that participants sometimes misinterpreted the detection results that they were detected as under-
contributing by mistake, rather than becoming motivated to participate more. Since participants
in the information condition did not fully understand how the CA detects under-contributing
members, they might have tried the easiest way to increase their contributions, which is to send
more messages rather than improve the quality of their ideas. This shares the notion of dual
process theory [13] in which participants might have chosen the type 1 cognitive process (fast,
intuitive) to quickly increase their contribution rather than the type 2 process (slow, analytical)
during a fast-paced chat and a stressful context. In future designs of the information technique, we
suggest elaborating more on how their quality of contribution is taken into account to determine
under-contributing behavior. The CA could also incorporate more features to evaluate the quality
of contributions such as social responses like the number of likes or votes.

Results demonstrate that the adjustment technique leads to a negative perceived group experience
because non-detected participants imagined that the under-contributing members talk their way out
of contributing to the discussion by adjusting the algorithm. Previous research has indicated that the
adjustment technique has the most positive impact on individuals in one-on-one interactions [47].
Our study, however, suggests that its effects on a group may vary depending on how other members
use the technique, highlighting the importance of considering social context when evaluating the
efficacy of the technique. Therefore, the adjustment techniques should be carefully designed for
a facilitator CA so that it is not misused by under-contributing members. One possible design to
address this issue is to let all group members discuss how to adjust the CA algorithm rather than
individually so that under-contributing members are less inclined to adjust it in favor of themselves.

Participants in all conditions thought they were able to control the CA detection by changing their
participation so that the benefits of the feeling of control were not only limited to the adjustment
condition. While prior works designed the adjustment technique where users perceived no other
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way to control the system [22, 86], our data offer a unique viewpoint of the adjustment technique
design research in which users can change their usage behavior to control the algorithm in real-
world systems. For example, people may watch videos in incognito or general mode to control the
video recommendation algorithm rather than configure their settings. Designers and practitioners
should anticipate all possible ways a user can control the algorithm and evaluate the efficacy of
designing the adjustment technique for the system. We also encourage future research around
how people develop their own techniques to control or manipulate an algorithm without adjusting
available control settings.
The techniques deployed in a group setting were not as effective in changing the performance

expectation of the CA and technology acceptance as in a dyadic AI system [47] because people
evaluate the AI performance from how other members experience the technology and not just
from their own experience. We found that communicating about how the CA interacted with other
members is important to increase the influence of the techniques on the performance expectation.
For example, the CA may send a summary of what messages were sent to under-contributing
members and how the messages improved their contributions. This suggestion further promotes
the idea of adding transparency to the expectation-setting technique design to ensure that the
system is controlled in a desirable way and therefore increase the impact of the techniques.

We also revealed a possible pitfall of the techniques in which the techniques may not be always
helpful in improving collaborative decision outcomes. This result is different from those in prior
work [47] where they found no difference in the effects of the techniques on task performance
compared to the baseline condition. One possible reason we discussed was that the techniques might
have distracted users from doing the task, whereas, in the prior work [47], the techniques were
deployed before the task started. In our study, the CA sent messages at a fixed interval to control the
time of intervention, but in reality, intervening when there is a pause in the discussion or only when
under-contributing behavior is detected could be devised to reduce the distraction. Also, the CA
used the same format of expectation-setting messages at every intervention for the experimental
control which led to repeated information. In reality, these repetitions could be removed to reduce
the distraction. We encourage researchers to explore more designs of expectation-setting techniques
that are less distracting to users.

7.2 Generalizability
Our findings could generalize to other AI systems in a similar group chat discussion. We suggest
giving explanations of underlying AI decisions so that people can understand the algorithm and
improve their perceptions of the AI system. However, when the decision outcome is more important
than perceptions of the AI system such as in healthcare systems where a patient’s health is at stake,
our results suggest that explanations should be provided to the extent that they do not distract
participants with their decision-making process. For asynchronous group chat discussions, we
expect that the techniques would be less distracting than synchronous fast-paced chats. Thus,
the explanation technique may increase the perceptions of the CA without sacrificing the quality
of decision outcomes. In education settings where a positive group experience is important, AI
systems could use explanation or information techniques because those techniques improved
the perceived group experience more than the adjustment technique. When a team is struggling
with participation imbalance, the CA that uses the explanation or adjustment technique could be
leveraged because these techniques increased contributions more than the information technique.
When designing a CA to balance participation in a group chat discussion, it is important to

consider the discussion context and group characteristics. For example, it can be simply impractical
to expect balanced participation within a short meeting for large groups. When having multiple
discussions over a long period, the CA should measure individual contributions from a long-term
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perspective, not within a single discussion. While we only focused on the under-contributing
behavior, there are circumstances where over-participating members block the voices of other
participants, such as video conferences where only one conversational floor is allowed at a time. In
such cases, we suggest further expanding the design of the CA to request dominating members to
yield their turn.

Our research findings have broader implications for group work beyond group chat discussions.
For instance, in research collaborations, an AI technology that explains each person’s contribution
and identifies under-contributing behavior can increase awareness and motivate individuals to
contribute more when they fall short. Similar to our findings, the impact of the techniques on
performance expectations or acceptance of the technology may vary depending on how individuals
believe or observe other members’ interactions with the technology. To further expand our findings
to other group work, we propose two future agendas: First, group work often involves various
forms of contributions, such as planning, developing, and writing a report. Therefore, future CAs
could incorporate various behavioral measures (e.g., document editing history, programming code
changes) to assess the contributions and intervene accordingly. Future CAs could also consider
the relationship between team members when measuring contributions. For example, in corporate
group work, the hierarchical relationship between members and their roles can influence their
contributions and perceptions. By taking these factors into account, CAs can better understand
and measure the contributions of team members, leading to more effective collaboration and better
outcomes.

7.3 Limitation and Future Work
We focused our research on one particular group setting and a task. Other group contexts and
task types remain for future exploration. Additionally, the findings are limited to the demographic
profiles andMTurk platform characteristics we used for recruiting. For example, AI expertsmay have
different performance expectations, perceptions, and behaviors when exposed to the techniques.
While a controlled experiment allowed us to identify the effect of the expectation-setting tech-

niques, participants might have behaved or reacted differently in the controlled setting compared
to a real setting. For example, the pre-task survey might have primed participants to contribute
more or shifted their expectations, which could have impacted their behavior and perceptions in a
way that would not have occurred in a real scenario. In future research, it would be valuable to
test the CA in real group meetings to minimize potential biases. Future studies could also explore
more advanced strategies to identify under-contributing members since our CA used a controlled
and simple approach such as detecting the lowest contributing member at a fixed time interval.
For example, the CA could take more flexible measures than the relative differences that consider
the distributions of members’ contributions, which may prompt more than one member at flexible
time intervals.
We used 77% accurate algorithm to detect under-contributing members based on preliminary

study results. However, commercial CAs in reality may be expected to be more accurate. We tested
the CA accuracy using a small dataset we collected. Future studies could leverage a CA with high
accuracy after testing it with a large dataset. Beyond the scope of our study, future research could
explore the impact of the techniques for each group of participants based on the actual performance
of the CA between (correctly vs. incorrectly) and (detected vs. undetected) members.

While our work explored three types of expectation-setting techniques, future work could explore
additional technique designs. For example, Olson found that trial experiences have a powerful
effect on consumer judgments [70] thus a design that offers a trial experience to base expectations
may lead to a significant impact on user acceptance of the CA.
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From qualitative themes, we identified two ideas for improving the CA design. Some participants
mentioned that the CA design could be further improved if it gives more feedback on their ‘good’
contributions such as their contribution rank. They said that such feedback can be helpful to further
motivate them to contribute even when they are not detected as under-contributing. Additionally,
a few participants wanted more assistance from the CA to help the team reach a final consensus on
time such as summarizing ideas and asking members to vote for their favorite ideas. Future work is
encouraged to test these ideas and advance the design of the CA.

8 CONCLUSION
End-user performance expectations that are different from the perceived performance of the system
can compromise user acceptance of the technology. In this work, we designed three techniques
that support end-users to set appropriate expectations of how accurately a CA would detect
under-contributing members in a group chat discussion. The techniques were the information
technique that explicitly communicates the accuracy of the detection, the explanation technique
that describes the data and the decision process underlying the CA detection, and the adjustment
technique that enables users to gain a feeling of control over the detection algorithm. Overall, the
explanation technique was the most effective technique to use because participants who received
the explanation technique rated more positive perceptions of the CA compared to other techniques.
In comparison, participants who received the adjustment technique rated a more negative perceived
group experience, and participants who received the information technique participated less than
participants in other conditions. The interactions with other team members diluted the effects of
the techniques on users’ performance expectations and acceptance of the CA. Our findings advance
the design of the facilitator CA and make a step forward toward a future of positive AI-team
interactions.
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9 APPENDIX
We summarize full LMMmodel outputs that showed statistically significant or marginally significant
results. Note that (ND) indicates the data from non-detected members only.

Table 5. Total contribution

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -873.00 9.13 0.03**

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 51.78 11.43 29.00 74.72 4.53 0.00***
Baseline -1.82 5.78 -13.46 9.76 -0.31 0.76
Explanation 3.41 5.60 -7.93 14.61 0.61 0.55
Information -13.66 5.63 -24.98 -2.34 -2.43 0.02**
Group size -0.56 2.06 -4.68 3.55 -0.27 0.79

Random Effects
Variance S.D.

Group ID (Intercept) 96.84 9.84
Residual 299.29 17.30

Model fit
Marginal Conditional

𝑅2 0.10 0.32

Table 6. Perceived discussion experience

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -196.58 11.92 0.01**

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 6.75 0.60 5.55 7.95 11.21 0.00***
Baseline 0.17 0.32 -0.46 0.81 0.55 0.59
Explanation 0.28 0.31 -0.33 0.89 0.91 0.37
Adjustment -0.80 0.31 -1.43 -0.17 -2.55 0.01**
Group size -0.08 0.11 -0.30 0.14 -0.73 0.47

Random Effects
Variance S.D.

Group ID (Intercept) 0.31 0.56
Residual 0.56 0.75

Model fit
Marginal Conditional

𝑅2 0.17 0.47

Table 7. Perceived understanding

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -298.48 16.67 0.00***

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 4.04 0.82 2.42 5.66 4.91 0.00***
Baseline 0.32 0.39 -0.46 1.09 0.81 0.42
Explanation 1.32 0.37 0.59 2.06 3.54 0.00***
Adjustment -0.09 0.39 -0.86 0.67 -0.24 0.81
Group size 0.06* 0.15 -0.24 0.35 0.39 0.70

Random Effects
Variance S.D.

Group ID (Intercept) 0.00 0.00
Residual 2.83 1.68

Model fit
Marginal Conditional

𝑅2 0.11 0.11

Table 8. Embarrassment (ND)

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -202.14 7.35 0.06*

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 5.42 0.98 3.48 7.37 5.55 0.00***
Baseline -0.90 0.47 -1.85 0.04 -1.90 0.06*
Explanation -1.16 0.42 -2.01 -0.30 -2.73 0.01**
Adjustment -0.58 0.45 -1.49 0.34 -1.29 0.20
Group size -0.37 0.18 -0.72 -0.02 -2.08 0.04**

Random Effects
Variance S.D.

Group ID (Intercept) 0.22 0.47
Residual 2.03 1.43

Model fit
Marginal Conditional

𝑅2 0.12 0.21

Table 9. Perceived intelligence (ND)

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -193.62 6.92 0.07*

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 5.27 0.85 3.58 6.98 6.19 0.00***
Baseline -0.20 0.40 -1.00 0.61 -0.49 0.63
Explanation 0.31 0.35 -0.42 1.01 0.89 0.38
Adjustment -0.75 0.37 -1.50 0.02 -2.00 0.05*
Group size 0.02 0.15 -0.28 0.32 0.14 0.89

Random Effects
Variance S.D.

Group ID (Intercept) 0.01 0.08
Residual 1.91 1.38

Marginal Conditional
𝑅2 0.07 0.08
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