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In online group discussions, balanced participation can improve the quality of discussion, members’ satis-
faction, and positive group dynamics. One approach to achieve balanced participation is to deploy a con-
versational agent (CA) that encourages participation of under-contributing members, and it is important to
design communication strategies of the CA in a way that is supportive to the group. We implemented five
communication strategies that a CA can use during a decision-making task in a small group synchronous
chat discussion. The five strategies include messages sent to two types of recipients (@username vs. @every-
one) crossed by two separate channels (public vs. private), and a peer-mediated strategy where the CA asks
a peer to address the under-contributing member. Through an online study with 42 groups, we measured
the balance of participation and perceptions about the CA by analyzing chat logs and survey responses. We
found that the CA sending messages specifying an individual through a private channel is the most effec-
tive and preferred way to increase participation of under-contributing members. Participants also expressed
that the peer-mediated strategy is a less intrusive and less embarrassing way of receiving the CA’s messages
compared to the conventional approach where the CA directly sends a message to the under-contributing
member. Based on our findings, we discuss trade-offs of various communication strategies and explain design
considerations for building an effective CA that adapts to different group dynamics and situations.
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1 INTRODUCTION
Balanced participation is one of the crucial aspects of online group discussions that leads to higher
satisfaction [57] and performance [20]. However, low participating behavior of one or few mem-
bers is common in discussions [36] and online chats are no exceptions [49]. To address the issue,
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conversational agents (CAs) are increasingly deployed and tested to engage under-contributing
members in online group discussions [18, 58, 64]. CAs allow greater scalability than human mod-
erators and can make timely interventions using natural language processing techniques. In this
work, we design a CA that effectively communicates with under-contributing members by giving
them an opportunity to contribute, and increasing social pressure and accountability to participate.

The effectiveness of CAs can vary depending on how messages are communicated. Tegos et al.
tested two types of communication strategies, an individual strategy directly specifying an individ-
ual (e.g., “Janna, can you give an example…”) and a group strategy addressing the whole group (e.g.,
“Can you give an example…”). The authors found that the individual strategy can increase a pro-
ductive dialogue between members, but is less preferred by users than the group strategy [58].The
authors tested these strategies in a public channel where CA messages are visible to all members,
but how these messages compare in a private channel where only the recipient can read these mes-
sages is unknown. Users may prefer the individual over the group strategy when using a private
channel because they do not feel normative pressure or surveillance from other members [52, 67].
On the other hand, these ways of communication assume that a CA makes interventions directly
to an under-contributing member. Walker proposed that peer-mediated support in which peers
process and deliver systems’ feedback to the tutee can promote deeper interaction between the
students [61]. Yet no study has applied this concept to a CA to encourage an under-contributing
member through peers. This work extends the research on communication strategies of a CA to
understand the effects of individual and group strategies in private and public channels and the
peer-mediated strategy on balanced participation.

We conducted a 2 x 2 factorial experiment where we manipulated the specificity of a message by
comparing individual versus group recipients – a message can specify an individual (e.g., “@user-
name”) or address the whole group (e.g., “@everyone”) – crossed by the publicness of a message
by using public and private channels – everyone can see the public messages whereas only the
receiver can see the private messages. Additionally, we tested a peer-mediated strategy, where
the CA prompts another member of the group to address an under-contributing member publicly
(e.g., “@peer, would you please involve@username in your conversation?”).We tested these strate-
gies through an online study where participants carried out a collaborative decision-making task
through a synchronous chat discussion. A CA was deployed in chat rooms that messaged the least
participatingmember for opinions using one of the communication strategies. After the discussion,
participants completed a questionnaire individually. Through chat logs and survey responses, we
measured members’ participation, perceptions of the CA, and decision outcomes.

The contributions of this study are threefold. First, we identified that the private individual
strategy is the most effective communication strategy overall to balance participation as well as to
reduce the intrusiveness of the CA and embarrassment, compared to public and group strategies.
We also found that the peer-mediated strategy can improve perceptions of the agent compared to
the conventional strategy where a CA directly prompts an under-contributing member. Second,
we reported trade-offs of different communication strategies based on qualitative findings and of-
fered guidance on how each strategy can be used depending on the desired outcome in groups. For
example, we recommend public strategies when all members’ contributions are low, group strate-
gies if onemember is likely to feel singled out by repeated prompts, and the peer-mediated strategy
in a classroom discussion where team inclusiveness is crucial. Third, we offer design implications
considering various group dynamics such as how to reduce burden of peers when performing
the mediator’s role. In sum, we demonstrated the importance of communication strategies of a
facilitator CA because it can impact members’ behaviors and user experiences when working in
groups.
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2 RELATED WORK
In this section, we first introduce conversational agents and their communication strategies, and
then summarize technologies that support balanced participation.

2.1 Communication Strategies of Conversational Agents
Our study designed a conversational agent (CA) for promoting participation of under-contributing
members in small group chat discussions. Conversational agents are defined as dialogue systems
that converse automatically using natural language. Communication strategies of CAs are under-
explored, especially in group settings, compared to abundant research on designing message con-
tent [32, 64, 68]. Our study explored three types of communication strategies: specificity, public-
ness, and peer-mediation.The specificity of a CAmessage refers to amessage specifying an individ-
ual recipient or addressing the whole group. The most common strategy used by CAs is to directly
address an individual by tagging one’s username (e.g., @username, what do you think?) [23, 32, 64].
Alternatively, the CA can send a message without specifying one’s username but rather addressing
the whole group (e.g., @everyone, what do you think?). Tegos et al. built a collaborative learning
system where a CA sends public prompts for productive learning [58] and compared individual
and group strategies. They provided preliminary findings that individual messages specifying a
student who needs support can encourage interactions between members compared to messages
addressing the whole group. However, students preferred the group strategy more, which authors
presumed to be due to the freedom to respond – participants can more freely decide when to
respond or whether to ignore the message. The social impact theory supports the use of the indi-
vidual strategy because the social influence is expected to increase when the number of recipients
who receives the impact from the CA decreases [43].

For the publicness, we studied the effects of private and public channels of communication
when delivering facilitation messages from a CA. When sending a message directed to an under-
contributing individual, most existing CAs have used public messages that are visible to all mem-
bers [32, 58, 70] rather than private messages that only the recipient can see. Prior literature on
persuasion and social influence endorses the idea of using public channels because messages that
are expressed in public can gain higher social influence to change behaviors or attitudes of a per-
son due to normative pressures, compared to private messages where the group is unaware of an
individual’s responses [67]. However, Schiavo et al. suggested using private channels because a
participant may feel uncomfortable as messages publicly reveal their under-participation [52]. Our
research was motivated by these studies and evaluated how the publicness and the specificity of
a CA message influence members’ participation and perception.

The peer-mediated strategy that prompts another member in the group to deliver facilitation
messages to the least participating member was motivated by the indirect assistance method for
collaborative learning in which a peer tutor processes the system’s feedback presented on a pop-
up window and tailors it to the tutee [62]. The authors found that it activates peer tutors’ feelings
of efficacy and makes peer tutors perceive the system support is relevant. Seo found that the
peer-moderated online discussions lead to more in-depth conversations and active engagement
from students than discussions without moderation [53]. In this paper, we attempt to offer prelim-
inary evidence about the opportunity of CAs that communicate with the group indirectly using
peer-mediation, compared to conventional strategies where CAs directly intervene in group con-
versations.
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2.2 Technologies to Support Balanced Participation
Various technologies have been developed to achieve balanced participation in online group con-
versations. Social visualization is one of the well-studied methods used by these systems that vi-
sually delineates real-time group dynamics using social proxies [21] so that users can reflect and
adjust their behaviors [6, 33, 38, 52, 60]. For example, Leshed et al. implemented Groupmeter that
visualized linguistic indicators as bar graphs and animations. The authors found that the visualiza-
tion helped groups reflect on their language use and change their group behaviors [38]. However,
visualizations can cognitively overload or distract the users especially during fast-paced online
chats and relies on individuals to figure out on their own how to change their behavior [27].

Another method that has been explored is technology to support human facilitators who en-
courage the participation of group members in online discussions [10, 37]. For example, Lee et al.
implemented the SolutionChat system to assist human facilitators by visualizing discussion stages
and recommending contextually appropriate facilitation messages [37]. However, approaches that
involve human facilitators have limited scalability, require adequate training, and are costly. To ad-
dress these limitations, many researchers have also proposed automatic feedback systems to facili-
tate teamwork [24, 57]. For example, Tausczik and Pennebaker proposed a real-time language feed-
back system that displays feedback using pop-up windows. However, students perceived the pop-
ups distracting and cognitively overloading when presented with multiple feedback messages [57].

Prior studies have found promising results for the usage of CAs that play the role of a facilitator
in group conversations [32, 64, 70]. For example, Kim et al. proposed GroupfeedBot which pro-
moted participation of under-contributing members and observed more diversity in opinions [32].
Wang et al. proposed a chat-based agent named Bazaar that supported transactive exchange of
ideas and improved quality of the outcome and participants’ multi-perspective knowledge [64]. De-
pending on the context of usage [9], CAs can act as a member in the group rather than a tool [32],
offering a more natural, engaging, and less distracting user experience, compared to existing feed-
back tools (e.g., delivering messages using pop-up windows [57] or displays [52]). This perspective
extends the Computers Are Social Actors (CASA) paradigm [46] that people would respond in the
same manner regardless of whether they are interacting with a human facilitator or a computer.
CAs can create a sense of social presence by adopting human-human communication characteris-
tics [47, 51]. For example, a CA with a humanoid face improved group’s social perception of the
agent such as rapport, trust, intelligence, and power [54].

We aimed to build a CA that supports balanced participation and minimizes intrusion. Our in-
vestigation on communication strategies can be helpful to other CAs deployed in group-based com-
munications such as teaching assistant agents in collaborative learning platforms [63] or online
community bots promoting civil group discussions [12], and thereby advance knowledge about
agent-team interactions [2]. More broadly, our work contributes to bodies of research on group
support systems that deal with various challenges in collaborative works [31] such as resolving
group conflicts [28], summarizing and tagging information [70], and reaching consensus [71].

3 METHOD
Our goal was to evaluate different communication strategies for a conversational agent (CA). More
specifically, we planned to answer the following research questions:
• RQ1. How do the specificity and the publicness of communication strategies interrelate to affect

balanced participation?
• RQ2. How do the specificity and the publicness of communication strategies interrelate to affect

user perception of the agent in terms of perceived effectiveness, intrusiveness, embarrassment,
and social influence?
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Table 1. Six experimental conditions. We conducted a between-subject design experiment where one of the
six communication strategies was used in each condition.

Communication Strategy Example Message Prompt
1. Public individual Hey @username, you have written relatively fewer messages. Your opinion is important because

opinions from diverse people can lead to a more creative solution. Would you tell your team your opinions?2. Private individual
3. Public group Hey @everyone, some people wrote relatively fewer messages. Every opinion is important because

opinions from diverse people can lead to a more creative solution. Would you tell your team your opinions?4. Private group

5. Peer-mediated Hey @peer, messages from @username were relatively few. Since you seem to
like talking, would you please involve @username in your conversation?”

6. Control Researchers say that balanced participation during group discussions is important.
Opinions from diverse people can lead to a more creative solution.

• RQ3. How do the specificity and the publicness of communication strategies interrelate to affect
group performance?

• RQ4. How does the peer-mediation strategy compare to the public individual strategy in terms
of participation, perceptions of the agent, and group performance?

3.1 Study Design
To answer RQ1 to RQ3, we designed a 2 x 2 between-subjects factorial design experiment with

two factors, publicness (private, public) and specificity (individual, group). The publicness factor
indicates the publicness of the agent’s communication; messages sent using a public channel are
visible to all members, whereas messages sent via a private channel are only visible to the recip-
ient. The specificity factor refers to the target specificity of the agent’s communication; the indi-
vidual strategy pinpoints an under-contributing member by mentioning one’s username in the
message, whereas the group strategy involves everyone in the message. Based on social influence
theories [43, 67], we hypothesized that the effects of the specificy on balanced participation vary
depending on the publicness of the CA message. For the public channel, the individual strategy
could increase the participation of under-contributing members more than the group strategy due
to normative pressure and higher social influence from the CA. For the private channel, the indi-
vidual strategy will be less effective than the group strategy because recipients believe that the
other members are unaware that they received messages from the agent and their reactions.

We added a peer-mediated strategy condition to answer RQ4 in which the CA privately asked
a peer to involve an under-contributing member in the conversation. We separated RQ4 from the
other research questions because our goal was to explore the potential of peer-mediation before
investigating interactions with other communication strategies. We designed the peer-mediated
strategy as an alternative approach of the conventional public individual strategy; the peer was in-
structed to address an under-contributingmember publicly and specifying themember’s username.
We chose the public individual strategy for comparison because it is the most common strategy
used in prior works (e.g., [18, 32, 62]). Also, it reduces possible confounding factors by allowing
members to communicate with others only through the public channel same as the peer-mediated
strategy.We also had a control condition in which a CAmade a general statement about the impor-
tance of balanced participation. We designed this control condition to separate the effects of the
proposed communication strategies from the salience bias, which a message itself can predispose
individuals to become aware of their participation levels rather than the communication strategy
of the message. All experimental conditions are summarized with examples in Table 1.

We conducted an experiment with groups of 3-6 members where everyone is generally expected
to participate. We focused on non-hierarchical groups who meet for the first time over text-based
synchronous chat. The main reasons for choosing this group setting are: 1) small groups provide
a microcosm of any group dynamics and many larger conversations often splinter into smaller
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Fig. 1. A text-based chat interface. The interface shows members’ usernames, chat history, an input text box,
and a timer. Participants can click to the yellow post-it button to read task information again. A CA named
FacilitatorBot sends messages to the least contributing members using one of the communication strategies
depending on the condition. In this example, FacilitatorBot used the private individual strategy because the
message specifies an individual (@Candy) and sent privately to the person only.

groups [6], 2) we wanted to minimize other variables from confounding the effect of the CA such
as existing relationship between members, 3) strangers feel more comfortable to talk over chat
for the first time rather than video-based or in-person meetings [8], and 4) a synchronous chat is
more effective for short discussion compared to asynchronous discussions because it provides a
spontaneous dynamic of live conversation [14].

3.2 Task Description
We used an advertising slogan task [1, 17, 41] as an example of decision-making tasks for open-
ended problemswhere a group of peoplework together online to discuss ideas and develop creative
solutions. The task presented a fictional local event, a bake sale fundraiser, and asked participants
to discuss and create a one-sentence advertising slogan without a character limit. The details of
the event were communicated through a description that was short and easily understandable, but
at the same time, gave enough details (e.g., date, location, sale items) to stimulate the creation
of diverse slogans. The advertising slogan task has been used for other similar studies as it is
open-ended, accepts different viewpoints, requires a short time, and does not require previous
knowledge [1]. Creating slogans is representative of collaborative practices in many industries
such as businesses, sports, and politics [16, 25, 34].

3.3 Chat Interface and CA Design
As shown in Figure 1, we implemented a simple text-based chat interface usingHTML/CSS, Node.js,
MongoDB database, and Socket.io [5]. Participants can choose their usernames to enter the chat,
and they can only communicate publicly. A CA named FacilitatorBot was deployed in the chat
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room and was introduced using a neutral framing [4]. When the CA sent a private message, the
message only appeared to the recipient and was tagged with “(PRIVATE message to @username)”
upfront as demonstrated in Figure 1. We initially designed a separate chat room to deliver private
messages, but we found that many participants from pilot studies did not notice private messages
until the end of the study. Thus, we presented private messages in the same group chat room to
control the time of interventions.

The CA monitored the participation level of individuals by calculating the standard deviation
of two features, the number of messages and the number of unique words for each member, every
six minutes. These two features have been used in prior works as proxies for quantity and quality
of contributions [32]. The member with the lowest z-score in either feature was identified as the
under-contributing member. If multiple members had the same z-score, the system randomly se-
lected a member. This detection method allowed us to control the number of interventions across
treatment conditions. Averages (standard deviations in parentheses) of the number of messages
and unique words per interval were 5.32 (2.28) messages and 36.81 (17.96) words, and the values
were similar across conditions (𝑝 = 0.88). The average number of messages and unique words for
the selected under-contributing member in a group were 3.22 messages and 20.29 words, which
are about 39-45% less than the average values of groups.

We tailored the messages depending on the feature: the CA asked for more elaboration when
the under-contributing member had the lowest number of unique words (e.g., “Hey @username,
your messages were relatively short. (..) Could you explain more about your opinion or suggest
new thoughts?”) or asked for general opinions when the member had the lowest number of mes-
sages (e.g., “Hey @username, you have written relatively fewer messages. (..) Would you tell your
team your opinions?”). The message contents were designed based on a prior work showing that
people have more motivation to participate when their contribution is identifiable, important, and
has a specific goal [40]. We designed messages to be consistent across conditions as much as possi-
ble to reduce potential confounding effects. For example, we specified recipient (e.g., @username,
@everyone) in both private and public conditions. We used usernames rather than real names to
prevent any privacy concerns of participants and mitigate name bias.

In the peer-mediated strategy condition, the CA selected the peer who is contributing the most
at the given duration because they are more likely to attend to CA’s messages, to have higher
social influence [43], and may even be prevented from dominating the conversation. Referring to
previous studies about techniques to improve the peer’s adherence [11], we provided a message
template that they could refer to. The CA asks the peer privately because a CA asking a peer to
prompt another person when the person can read the CA’s message felt awkward by the pilot
study participants.

3.4 Participants
We recruited AmazonMechanical Turk (MTurk) workers whowere at least 18 years old, located in
the US, native English speakers, and often use online chats. These eligibility criteria were selected
based on prior studies to mitigate time zone differences [56], proficiency of the language [23], and
technology readiness among group members. Additionally, workers whose number of approved
tasks was at least 1000 were allowed to work on our task; this criterion was suggested by the
MTurk community1 to receive quality responses. We asked participants to use a desktop or laptop
computer for the study.

Among 962 participants who signed up, we invited 604 participants to the task who were in-
terested in creative tasks and can join the study on time. 192 participants showed up and passed

1https://www.reddit.com/r/mturk/
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Table 2. Demographic profiles of the participants. The average number of participants per group who are
associated with each factor are reported in the Group column (standard deviations in parentheses).

Factors Range Total Group
Mean (SD) Factors Range Total Group

Mean (SD)

Gender

Male 99 2.4 (0.72)

Ethnicity

White 140 3.3 (1.24)
Female 85 2.0 (0.64) Asian or Pacific Islander 23 0.5 (0.67)

Prefer not to say 1 0.0 (0.15) Black or African American 13 0.3 (0.47)
Hispanic or Latino 8 0.2 (0.45)

Other 1 0.02 (0.15)

Age

18-29 years 41 1.0 (0.95)

Education

Less than high school degree 1 0.0 (0.15)
30-39 years 72 1.7 (1.09) High school degree or equivalent 22 0.5 (0.74)
40-49 years 36 0.9 (0.84) Some college but no degree 28 0.7 (0.72)
50-59 years 19 0.5 (0.63) Associates degree 18 0.4 (0.59)

60 years or older 17 0.4 (0.59) Bachelors degree 96 2.3 (1.02)
Graduate degree 20 0.5 (0.55)

Personality Extroverted 86 2.0 (0.85) Residence3 Population larger than 50,000 33 0.8 (1.02)
Introverted 99 2.4 (0.76) Suburb or small city 152 3.6 (1.41)

the pre-task activity, resulting in an attrition rate similar to that in prior research [26]. Eight par-
ticipants dropped out during the task, mostly at the beginning of the discussion thus limiting the
impact on the group dynamics. Consequently, 185 participants completed the discussion and the
post-discussion survey.

The participants were distributed in 42 groups, which is seven groups per condition. We bal-
anced gender (i.e., proportion of females in a group) and personality [22] (i.e., proportion of extro-
verted members in a group) across conditions using covariate adaptive randomization [30] when
assigning participants to groups. We restricted that group sizes to between 3 to 6 members and
they were comparable across conditions (M=4.40, SD=1.01)2. No significant differences were found
across conditions in participants’ chat usage frequency nor familiarity with CAs in general. De-
mographic profiles of the participants are listed in Table 2. Past research found that information
diversity (e.g., major, occupation) is most closely tied with the group’s performance in making
creative solutions [65]. We found information diversity among participants in terms of occupation
and major as participants reported approximately 110 types of occupation and 59 types of major.

3.5 Study Procedure
The user study was an online study and took about 50 minutes. We ran the study in batches of six
groups. Each batch started the task at the same time in separate group chat rooms. We streamlined
the process with MTurk platform based on prior works [1, 64] and suggestions from the MTurk
community, which we summarized as the following:

(1) Sign-up form: The participants signed an online consent form, reported their demographic
information and their interests in doing a creative task.

(2) Enter waiting room: When the scheduled time was near, people who were invited after the
filtering process entered the virtual waiting room on our website.

(3) Task information: At the scheduled time, participants were directed to a page where they
read information about the task and the compensation.

(4) Group chat: Participants were randomly assigned to a group chat room where they entered
using a username of their choice.

2We used M for mean and SD for standard deviation as abbreviations
3https://simplemaps.com/data/us-cities
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(5) Pre-task activity: The CA first invited participants to do a quick getting-acquainted exercise
(e.g., chatting about hobbies) for about 7 minutes before the task. If a participant did not
respond to the exercise, we assumed that the participant was not paying attention to the
chat and removed them from the chat room before the group task started.

(6) Group task: Participants had 30 minutes to decide on a final slogan as a group. The CA struc-
tured the discussion based on the Diamond of Participation framework [29], which fosters
divergence of ideas followed by convergence. We provided a survey link only after the timer
has ended.

(7) Post-discussion survey: After the discussion, participants individually finished a survey that
took about 10 minutes. We asked them to review the chat history during the survey to assist
their memory. In the private channel conditions, the system revealed all the privatemessages
sent by the CA after the discussion had ended so that members who did not receive any
private message can get a full picture of what the CA has done for the group.

Participants were compensated $0.5 for the sign-up form and $8 for completing the task. We
provided a bonus payment ($1/person) to 10% of the total number of groups based on the task
outcome. We emphasized before the discussion that individual participation in the discussion is
not relevant to compensation and bonuses in which all compensations will be equally distributed
to members. The reason is that we did not want to give them the impression that they need to
actively participate to get paid and we wanted to have more variability in participation.

3.6 Measures
We collected chat logs, survey responses, and group decision outcomes to measure participation,
perceptions, and group performance.

3.6.1 Participation (RQ1, RQ4). We used the Response Quality Index (RQI) [69] to evaluate the
quality of each message. RQI indicates whether members are making meaningful participation
during the discussion. The RQI is calculated by multiplying ratings of three metrics – relevance,
clarity, and informativeness – with each metric was rated on a 3-point scale [69]. First, three re-
searchers labeled a small subset of the chat data and compared the results. After discussing the
discrepancies and creating a coding guideline, the researchers independently labeled a test sample
of the data (approx. 10%) to calculate inter-rater reliability. Krippendorf’s alpha was 0.902, indicat-
ing reliable agreement [35]. The rest of the data was labeled independently by these researchers
using the established guidelines.

As a proxy measure to evaluate the under-contributing members’ participation, we calculated
the Gini coefficient for the number of messages sent by each member weighted by the RQI. The
Gini coefficient ranges from zero to one and indicates a degree of inequality. If a member is under-
contributing significantly compared to the rest of the group, the Gini coefficient will be closer to
one. The coefficient is often used in similar studies to measure participation balance [32, 52, 57].

However, it is possible to obtain high participation balance due to low overall participation;
an extreme example is a situation where a perfect balance is achieved as all members sent no
message. Therefore, we also checked that the Total Participation, which is the sum of weighted
messages normalized by the group size, was similar across conditions.

3.6.2 Perceptions (RQ2, RQ4). In the post-task survey, we asked participants about perceived ef-
fectiveness (i.e., How effective do you think these messages are to balance participation during the
discussion) and social influence of the CA [43] (i.e., The FacilitatorBot was influential/directive in
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promoting participation during the discussion) (2 items, 𝛼=0.74). We also asked perceived intru-
siveness [39] (3 items, 𝛼=0.89) and embarrassment [44] (4 items, 𝛼=0.87) when receiving a message
from the CA. All survey responses were recorded as seven-point Likert scales.

The survey included open-ended questions investigating the perceived advantages and disad-
vantages of their CA’s communication strategy. Researchers individually reviewed the responses
and used qualitative content analysis [19] to extract the themes. Authors iteratively discussed the
themes until consensus was reached and measured the frequency of each theme. If the frequency
was too low (less than 4; peer-mediated: less than 2), the theme was excluded from the list.

3.6.3 Decision performance (RQ3, RQ4). To measure the group performance based on the task out-
comes, three researchers individually rated each slogan on a five-point scale for the following cri-
teria: 1) how unique, unusual, or novel is this slogan, 2) how useful is this slogan for the intended
purpose [1, 48]. We calculated the average rating for each slogan [48].

3.6.4 Learning effect (RQ4). We asked the following question in both the sign-up survey and the
post-task survey: “Suppose you see a member who is contributing less to the discussion compared
to other members in the group. How likely are you to involve that person in the discussion if no
one else is taking an action?”. By calculating the difference between pre- and post-task survey
results, we wanted to check whether there was any learning effect in the peer-mediated strategy
condition.

3.7 Statistical Analysis
We used Linear Mixed Models (LMMs) for hierarchical modeling. We used the lme4 R package
for building LMMs and the restricted maximum likelihood estimation. We constructed LMMs with
experimental factors (e.g., publicness, specificity) as fixed effect variables for the full factorial anal-
ysis test. When we compared two strategies (e.g., peer-mediated vs. public individual), we used the
strategy type as a fixed effect variable. For the analysis of individual survey responses, we used
Group ID as a random effect variable to account for intraclass correlation (i.e., between-cluster vari-
ance to the total variance controlled by random intercept models [50]). Pertaining to group-level
dependent variables (e.g., group performance), we used Batch ID as a random effect variable. In all
analyses, we added the group size as a covariate (fixed) to control its effect [7]. To report statistical
significance, we conducted likelihood-ratio chi-squared tests of the full model with the effect in
question against the model without the effect in question (R processes can be found in [66]), which
is a common approach for LMMs [45].

4 RESULTS
In this section, we explain how the publicness and the specificity of communication strategies
from a CA affect participation (RQ1), perceptions about the CA (RQ2), and group performance
(RQ3). We then report the results of how the peer-mediation strategy compares with the public
individual strategy (RQ4). As we previously explained, we separated the peer-mediated strategy
from the other results as it does not fit in the factorial analysis test for RQ1-3.

4.1 Participation (RQ1)
We examined participation balancewithin a group using the Gini coefficient for the number of mes-
sages weighted by the RQI; the higher the Gini coefficient, the more imbalance of participation.We
conducted a LMM regression by including the Gini coefficient as dependent variable, publicness,
specificity, or their interactions as fixed-effects factors, the group size as a covariate, and Batch ID
as a random-effects factor (analysis explained in section 3.7). In Appendix A.1, we report detailed
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Fig. 2. There was a significant interaction effect of
publicness and specificity when predicting the bal-
ance of participation. Note that the lower coeffi-
cient indicates more balanced participation.

Fig. 3. The Total Participationwas not significantly
different across publicness and specificity.

outputs of the omnibus test result. The results showed that therewas a significant interaction effect
between publicness and specificity of the communication strategy (𝜒2 (1, 𝑁 = 28) = 6.21, 𝑝 < .05)
as shown in Figure 2. We conducted a simple main effect analysis with Bonferroni corrections to
interpret the interaction effect. As a result, we found that the private individual messages (M=0.11,
SD=0.03) resulted in a significantly more balanced participation compared to the public individual
messages (M=0.19, SD=0.11) (𝜒2 (1, 𝑁 = 28) = 6.62, 𝑝 < .05). We also found that the participation
level in the public group condition (M=0.10, SD=0.04) was significantly more balanced compared to
participation in the public individual condition (M=0.19, SD=0.11) (𝜒2 (1, 𝑁 = 28) = 9.05, 𝑝 < .01).
We did not find statistical significance in other pairs of communication strategies. For instance, the
balance of participation was similar between the public group condition (M=0.10, SD=0.04) and the
private group condition (M=0.13, SD=0.04) (p=.25), which is reasonable because both strategies are
almost the same except the presence of the private tag (i.e., (PRIVATE message to @username)) at
the beginning of the message. We conducted the same LMM regression with the Total Participa-
tion as dependent variable, and found that the Total Participation was not significantly different
between publicness, specificity, or their interactions (p=.71) as depicted in Figure 3.

As an additional analysis, we calculated the differences of participation measures six minutes
before and after each intervention and averaged across interventions (i.e., delta). We conducted
LMM regressions with the same factors used in the previous analysis and the delta as a dependent
variable. The results were consistent with our previous results. For the delta Gini coefficient, we
found that there is an interaction effect of the publicness and the specificity (𝜒2 (1, 𝑁 = 28) =
5.64, 𝑝 < .05) with the same pattern of simple main effects. The delta Total participation were not
statistically different (𝑝 = .19).

We conducted planned comparisons between the proposed and the control strategies to get
additional insights on our agent’s effectiveness. We conducted the same LMM regressions but
replaced the fixed-effects factor with the strategy type. We found the Gini coefficient of the private
individual strategy was significantly lower than the control condition (M=0.15, SD=0.05), meaning
more balanced participation (𝜒2 (1, 𝑁 = 14) = 4.69, 𝑝 < .05). The Gini coefficient of the public
group strategy was also significantly lower than the control condition (𝜒2 (1, 𝑁 = 14) = 9.86, 𝑝 <
.01). The Total Participation was not significantly different between the control condition and the
private individual strategy (p=0.19) nor the public group strategy (p=0.73).

To summarize, we found that the private individual strategy and the public group strategy were
more effective to balance participation without losing total participation of all members, compared
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Table 3. Descriptive statistics of the perception measures. Participants rated the measures using seven-point
Likert scales. We reported the means and standard deviations in the parentheses. Values in bold showed
marginal or significant improvement compared to the values in counterparts (private vs. public, individual
vs. group, peer-mediated vs. public individual).

Perceptions Individual Group Control Peer
Public Private Public Private mediated

Perceived effectiveness 4.44 (1.54) 5.19 (1.57) 4.23 (1.80) 4.27 (1.87) 4.32 (1.68) 5.14 (1.51)
Intrusiveness 3.75 (1.94) 2.89 (1.83) 4.06 (2.05) 3.76 (1.85) 4.34 (1.86) 2.86 (1.84)

Embarrassment 3.91 (1.58) 3.38 (1.41) 3.58 (1.47) 3.23 (1.67) 4.12 (1.41) 2.93 (1.56)
Social influence 4.95 (1.62) 5.20 (1.65) 4.89 (1.75) 4.53 (1.61) 4.60 (1.64) 5.12 (1.79), Peer: 5.95 (0.99)

to the public individual messages or the control condition, thus more effective in encouraging
participation of under-contributing members.

4.2 Perceptions of the Agent (RQ2)
We first compare the quantitative results and then summarize the qualitative results based on the
open-ended responses from the survey.

4.2.1 Quantitative findings. We asked about the perceived effectiveness, intrusiveness, and em-
barrassment caused by the CA’s communication strategies in the post-task survey. For each per-
ception measures, we conducted a LMM regression analysis by including the publicness, the speci-
ficity, or their interactions as fixed-effects factors, the group size as a covariate, and Group ID
as a random-effects factor. For the embarrassment scale, we included a covariate of whether the
member was targeted by the agent or not. Descriptive statistics about the perception measures are
summarized in Table 3.

Messages sent through the private channel were perceived to be less intrusive with marginal sig-
nificance4 (𝜒2 (1, 𝑁 = 125) = 3.39, 𝑝 < .10) and significantly less embarrassing (𝜒2 (1, 𝑁 = 125) =
3.96, 𝑝 < .05) than messages sent through the public channel. We report detailed model outputs
in Appendix A.2. However, specificity did not significantly affect perceived intrusiveness (p=0.17)
nor embarrassment (p=0.44). Besides, we found no significant difference across the publicness and
the specificity on the perception of social influence (p=.66) or the perceived effectiveness (p=0.11).

We conducted planned comparisons with the proposed and the control strategies to get addi-
tional insights about how the agent is perceived by users.We conducted the same LMM regressions
as before but replaced the fixed-effects factor with the strategy type. Results show that the per-
ceived effectiveness of the private individual strategy was higher than the control condition with
marginal significance (𝜒2 (1, 𝑁 = 63) = 3.33, 𝑝 < .10). The private individual strategy was also
significantly less intrusive (𝜒2 (1, 𝑁 = 63) = 5.62, 𝑝 < .05) and significantly less embarrassing than
the control condition (𝜒2 (1, 𝑁 = 63) = 5.45, 𝑝 < .05). Despite the improvement, it is important to
note that the raw values of perceived intrusiveness and embarrassment of the agent is not zero
(refer to Table 3), which is a trade-off of having agent interventions for effective teamwork. The
results are still meaningful because our goal is to minimize the negative side effects of the agent by
manipulating the communication strategies while increasing their effectiveness. We expect that
the side effects can be further reduced by providing a better framing and adjusting the frequency
of interventions.

4.2.2 Qualitative findings. Looking at Table 4 summarizing the advantages and disadvantages of
each strategy, we can observe perceptions that were brought up specifically to each strategy, but
4We considered p<.05 as significant and p<0.10 as marginally significant, following the common practice for small-scale
experiments [13]
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Table 4. Advantages and disadvantages of communication strategies in each condition experienced by the
participants. The number of participants who mentioned the theme is written in parentheses.

Strategy Advantages Disadvantages

Public
Individual

Feel pressured to respond (9) Feel embarrassed and withdrawn (20)
Recipients of the messages are clear (9) Recipients feel singled out, and even attacked (10)
Increased transparency (6)
Encourage all members to participate more (4)
Others can nudge under-contributing members (4)

Private
Individual

Prevents public embarrassment (24) Easy to ignore (12)
Does not disrupt ongoing conversations (6) Recipients feel singled out (9)
Recipients of the messages are clear (5) Lack of transparency (8)

Others cannot nudge under-contributing members (4)

Public
Group

No one feels singled out (22) Recipients are unclear (17)
Increased transparency (20) Interrupts conversation flow (9)
Encourages all members to participate more (7) Easy to ignore (6)
Feel pressured to respond (5) Active members get confused (5)

Feel embarrassed and withdrawn (4)

Private
Group

Prevents public embarrassment (10) Easy to ignore (15)
No one feels singled out (8) Messages feel less personalized (6)
Recipients feel less pressured (4) Active members get confused (4)

Recipients are unclear (4)

Peer
Mediated

Inclusiveness (7) Makes an awkward conversation (6)
Natural conversation with people (4) Members may become annoyed towards the peer (5)
Conversations become more friendly (2) Peer may ignore the message (4)

Additional work on the peer (2)

we can also observe perceptions that are common across the factors. Many participants reported
that they prefer private messages because it prevented public embarrassment compared to public
messages: “the bot communicated privately with me and sent a small message without embarrass-
ing me [P29, Private group]”. When private messages were combined with the individual strategy,
participants felt they are less disrupting the discussion because it is only visible to one person
compared to other strategies: “It doesn’t create as much of a distraction to others who may be con-
centrating on brainstorming ideas [P102, Private individual]”.

On the other hand, we discovered that public messages can let other active members to see what
is going on (i.e., increased transparency) and thereby creating a group accountability to engage
with under-contributing members more as well as themselves: “This (public messages) encouraged
everyone to seek feedback and participation from the person who was addressed for not participat-
ing [P91, Public individual]”. While we did not see significant quantitative results, we observed
that public messages successfully motivated under-contributing members to participate more and
private messages can be easily ignored, which is in line with the persuasion and social influence
theory [67]: “It is harder for the person to ignore the FacilitatorBot since everyone has seen that the
message has been sent [P3, Public individual]”. However, we found that public messages may not
always lead to increased participation overall since it could be “embarrassing the person, causing
the person to become more withdrawn [P33, Public individual]”. In other words, while the under-
contributing member briefly participated in response to the CA’s public message, it may not lead
to other voluntary participation when the CA was not sending the prompts.

Common opinions about the specificity were also found. One of the common advantages of the
individual strategies was that “It can better target those individuals that need to participate more,
rather than leaving everybody ambiguous as to who it might be that needs to participate more [P105,
Private individual]”. On the contrary, one of the advantages of the group strategy was that it did
not highlight any individuals but still nudge the under-contributing members to contribute: “A
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Table 5. Descriptive statistics of the decision performance and the learning effect for all conditions. We
reported the means and standard deviations in the parentheses. There were no significant differences across
conditions in the performance. We observed a positive learning effect in the peer-mediated condition.

Measures Individual Group Control Peer
Public Private Public Private mediated

Decision performance 3.02(1.10) 2.95(0.96) 2.90(1.01) 3.12(0.95) 3.57(0.94) 3.05(0.91)
Learning effect -0.47(1.34) -0.06(1.39) -0.23(1.52) -0.17(1.21) -0.06(1.29) 0.24(1.27)

person wouldn’t feel singled out, but still understand that they need to do what is directed at the entire
group [P44, Private group]”. However, we found that group strategy can also make everyone feel
they were prompted, which could possibly lead to side-effects such as overwhelming participation
of all members: “(I felt) like the Bot didn’t address person/people it should have. Made it feel like we
all were slacking. We weren’t. [P30, Public group]”

In sum, private messages resulted in lower perceived intrusiveness and embarrassment than pub-
lic messages. Qualitative responses show that there are trade-offs for every strategy. For example,
the private individual strategy can prevent public embarrassment, reduce distraction, and help
people to easily identify who the under-contributing members are. However, the strategy can be
easily ignored and the recipient can feel singled out.

4.3 Decision Performance (RQ3)
We examined whether the communication strategies had an impact on task outcomes. We con-
ducted a LMM regression by including the averaged slogan ratings as dependent variable, the
publicness, specificity, or their interactions as fixed-effects factors, the group size as a covariate,
and Batch ID as a random-effects factor. We saw no significant difference in slogan ratings for
the publicness and the specificity (𝑝 = 0.97) nor for the planned comparisons with the control
condition (𝑝 = 0.79). We initially hypothesized that more voices participating will lead to diversity
of ideas and produce a more creative outcome [15] but it was not supported in our study. Dijk et
al. argued that the impact of diversity on group performance can be small, especially for less com-
plicated tasks [59]. Therefore, it is possible that our slogan making task was too easy and short to
gain a significant difference in performance. The descriptive statistics are summarized in Table 5.

4.4 Peer-mediated Strategy (RQ4)
In this section, we compare the peer-mediated strategy with the public individual strategy. As we
previously explained in Section 3.1, both strategies are in common how the under-contributing
members are prompted, thus make a fair comparison. For each participation-related scale (i.e.,
Gini coefficient, Total participation, delta), we conducted LMM regressions by including the ex-
perimental condition (peer-mediated vs. public individual) as a fixed-effects factor, the group size
as a covariate, and Batch ID as a random-effects factor. Similar analysis was done for perception-
related scales with Group ID as a random-effects factor. In Appendix A.3, we reported detailed
statistical results of the effects. We only report the patterns of interest. As we summarized the
descriptive statistics in Table 3, we found that the peer-mediated strategy can improve how users
perceive the agent. Participants perceived that the agent using the peer-mediated strategy was
more effective to balance participation with marginal significance (𝜒2 (1, 𝑁 = 61) = 3.63, 𝑝 < .10),
significantly less intrusive (𝜒2 (1, 𝑁 = 61) = 4.29, 𝑝 < .05), and significantly less embarrassing
(𝜒2 (1, 𝑁 = 61) = 7.19, 𝑝 < .01) compared to the public individual strategy. Another interesting
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finding was that the participants felt that the peer’s social influence (i.e., being influential or di-
rective) is significantly higher than the agent’s social influence in the public individual condition
(𝜒2 (1, 𝑁 = 61) = 5.31, 𝑝 < .05).

When we asked about whether they are likely to involve under-contributing members in dis-
cussions before and after the study, we found a higher learning effect with marginal significance
in the peer-mediated condition compared to the public individual condition (𝜒2 (1, 𝑁 = 61) =
3.72, 𝑝 < .10). As summarized in Table 5, there was a positive learning effect in the peer-mediated
condition (M = 0.24, SD = 1.27), meaning that participants were more likely to involve the under-
contributing members in the discussion after the study, in contrast to a negative learning effect
we found for the public individual condition (M = -0.47 SD = 1.34). The control condition showed
almost no difference in learning effect before and after the task (M = -0.06, SD = 1.29). This is in-
teresting because an agent with the peer-mediation design helped people to learn how to engage
with others, whereas the conventional design can have an opposite effect. It could be that partic-
ipants receiving the public individual strategy believed the CA would intervene instead of them,
thus resulted in more reliance on the CA and less motivation to involve others in discussions.

We additionally analyzed the open-ended responses about their perceptions of the peer-mediated
strategy. As summarized in Table 4, participants reported inclusiveness as the main strength of the
peer-mediation approach. For example, participants mentioned that the CA’s messages can pro-
mote interactions among members (e.g., “It (CA) gets people more directly involved with each other,
allowing the bot to only facilitate rather than become involved itself [P127, Peer-mediated]”), under-
contributing members felt included (e.g., “It’s nice to know your peers want to hear what you have
to say. It can also make your peers be more mindful of making sure you’re included if you struggle
to speak up moving forward [P128, Peer-mediated]”), and peers felt they were important (e.g., “It
makes me feel like a leader of the group as I was asked to encourage others to speak. It makes me feel
as if my input was important and useful [P134, Peer-mediated]” ).

Another main advantage of the peer-mediated strategy was that the peers crafted personal and
contextual messages that make the conversation flowmore natural. For example, instead of using a
genericmessage template that the CA suggested (e.g., could you tell us your opinion?), many partic-
ipants contextualized the message such as “@Kathy, what’s your favorite at this point?”. However,
some participants reported that it may feel awkward to be selected as the mediator and to have a
conversation with the under-contributing member: “It felt weird to be singled out as I don’t usually
see myself as a leader and it seemed like the bot was asking me to be one [P152, Peer-mediated]”. We
expect that the awkwardness can be reduced by members taking turns to perform the mediator’s
role or asking for volunteers prior to the chat.

To summarize, we found that the peer-mediated strategy has potentials to improve the percep-
tions of the agent compared to the conventional strategy.While the differences in the participation
and performance were not significant, we observed a learning effect that people are more likely
to involve under-contributing members in the discussion.

5 DISCUSSION
We found that the private individual strategy is the most effective strategy to promote partic-
ipation of under-contributing members, decrease the perceived embarrassment and intrusiveness
of the CA, compared to other public or group strategies. We also offered a preliminary evidence
that the peer-mediated strategy benefits how users perceive the agent, reducing perceived em-
barrassment and intrusiveness of the CA, compared to the conventional approach where the CA
directly prompts an under-contributing member. In the following paragraphs, we discuss design
implications, followed by future research directions and limitations.
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5.1 Design Implications for Facilitator CAs
The results showed that the public messages specifying an individual recipient was not effective
in balancing participation. This result contradicted our initial expectation based on prior research
that under-contributing members are more likely to respond to the message when they are pub-
licly and individually prompted due to higher normative pressures [67] and more social influence
from the CA [43] compared to other strategies. From qualitative findings, we discovered that while
participants might have felt pressured to respond to public individual messages, some retreated
from the discussion afterward due to the unsolicited attention they got. We hypothesize that this
short-lived participation could have risen from different causes of under-participation. For par-
ticipants who under-contribute due to the lack of motivation or unawareness of their low par-
ticipation, a public call out could motivate them to increase their participation throughout the
session. However, under-participation could also be based on low confidence or evaluation ap-
prehension [3]. For these participants, the public individual strategy could only elicit temporal
participation rather than a sustained engagement. Therefore, it could be important to identify the
causes of under-contribution to determine which strategy to use.

The peer-mediated strategy helped people to learn how to engage with others. We expect that
the strategy has a positive impact on groupmembers, even in spaces where CAs are not utilized, by
giving them learning opportunities about various roles they can play for the group. However, we
found that the peer-mediated strategy did not balance the participation more than the public indi-
vidual strategy, partly because some peers ignored the agent’s request. Prior research mentioned
that people prefer not to address the under-contributing members due to relational burden [32].
From survey responses, we further discovered that some peers ignored the CA’s messages when
1) they were focusing on the discussion rather than performing the mediator’s role, 2) the person
to address had just participated, or 3) their prior intervention did not get a response. These obser-
vations lead to design implications that when using the peer-mediated strategy, the CA should
choose a peer who is not too deeply engaged at the time of intervention; otherwise the CA’s re-
quest can be overlooked. Next, our CA offered a generic message for the peers to use as a template,
but presenting more context-relevant message templates would help the peer relay a more appro-
priate message. Third, it is important that a different peer is selected for consecutive interventions
to distribute the responsibility to multiple peers and reduce their burden.

Every strategy has trade-offs, thus integrating multiple types of interventions within a single
CA can be useful. For example, a CA may initially address under-contributing members using the
private individual strategy. However, if one person has been selected too many times, the CA can
change to a public group strategy to not stress the person and bring other members’ attention.
If the overall participation needs to be high rather than a particular person’s participation, the
group strategy could be used so that everyone can increase awareness of their participation. If
an inclusive atmosphere and the learning experience during the discussion are important such
as in educational settings, the peer-mediated strategy is recommended. In consideration of these
design implications, future research can be considered to iteratively design facilitator CAs with
rich qualitative and trace data.

5.2 Agent Design in Group Discussions
We considered various aspects when designing the facilitator CA such as how to achieve bal-
anced participation and how to configure various parameters regarding group characteristics and
contexts. First, we designed a CA that promotes participation of under-contributing members to
achieve balanced participation. We used a text-based chat for discussions which can hold multiple
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conversational floors so that one’s dominating behavior is less likely to take away the opportu-
nity of others [55]. However, there are circumstances where over-participating members block
the voices of other participants, such as video conferences where only one conversational floor is
allowed at a time. In such cases, a CA that requests dominating members to yield their turn can
be studied to further balance participation in groups.

The ideal distribution of participation might differ based on the group size, duration, and task.
For example, for large groups, it can be simply impractical to expect equal participation within
a short meeting. When having multiple discussions over a long period of time, CA should go
beyond looking at the balance of participation within a single discussion to measuring individual
contributions from a long-term perspective. If one person comes up with the correct answer to a
problem-solving task where there is only one solution, it may not be important to have additional
opinions from other members. As such, CA designers should be aware of the ideal distribution of
participation they are designing for depending on various group dimensions.

While we recruited native English speakers from MTurk for a task that does not require prior
knowledge, it should be noted that the design of a facilitator CA may vary depending on the
characteristics of each member. For example, individuals’ linguistic skills, knowledge levels and
familiarity on the task, and their attitudes towards AI can have a significant impact on their par-
ticipation. It is desirable for a CA to first assess individuals’ linguistic and task-relevant skills and
give assistance on alleviating language barriers or accessing necessary information when needed,
rather than blindly urging participation. For people who are generally averse to AI technologies,
passive methods such as intervening only when requested can be used to interact with them. It
is also important to consider the effect of existing relationships between members. For example,
in a group with hierarchical relationships, low-status members may find it harder to have a voice,
thus a CA empowering their voices while asking high-status members to listen to opinions from
low-status members can be useful.

Our suggested communication strategies could serve as a starting point for CAs in other do-
mains. The suggested design could be explored in online classrooms such as an agent privately
messaging a student to contribute to the discussion. Additionally, our findings could offer insights
into the design of moderator bots for online governance. For example, an agent that detects mis-
information in an online community should effectively communicate with the poster as well as
other members before removing the post. The peer-mediated strategy could be beneficial to other
discussions where the feeling of inclusiveness is valued such as peer support group chats. Follow-
up studies can investigate other dimensions andmodalities of interventions such as message tones,
presentation methods (e.g., pop-up windows), questions or informative styles, explicit or implicit
prompts, as well as other variations of peer-mediated messages.

5.3 Limitations
First, this work only addressed a particular task and a group setting, thus more work is needed to
test the generalizability for other types of tasks, group sizes, and group dynamics. Our results may
also be limited to the recruited demographics (e.g., MTurk workers). Second, we had only seven
groups per condition which may have limited the statistical power. Third, we found lack of effects
on the decision outcome. Future research should explore complex tasks that may benefit more
from opinions of diverse people. Fourth, the CA used a simple detection method to select under-
contributing members. Due to its simplicity, it is possible that the CA may have falsely identified
an engaged person as under-contributing, especially those who made invisible contributions (e.g.,
people who are actively thinking) or short high-quality responses. Using better heuristics or a
more accurate ML-based detection algorithm in future studies will resolve the issue.
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6 CONCLUSION
In this paper, we evaluated five communication strategies that a CA could employ to address an
under-contributing member. Our results showed that the private individual strategy is the most
effective and preferred strategy overall by improving the balance of participation, while reduc-
ing the perceived intrusiveness from the agent and embarrassment. Additionally, we found that
the peer-mediated strategy can enhance perceptions of the agent and offer learning opportunities
about how to engage other members, compared to the strategy where a CA intervenes directly.
Qualitative findings further identified that each strategy has trade-offs and the preferred strategy
could change depending on the group dynamic and context. Our research findings and discus-
sions about the strengths and weaknesses of each strategy can inform the design of the facilitator
agent for group discussions. Based on our findings that the communication strategy can have a
significant influence on the effectiveness and perception of a CA, we encourage future research
on different type of communication strategies that account for various group characteristics and
contexts.
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7 APPENDIX
A MODEL AND TEST OUTPUTS
We summarize full model outputs, following the best practice guideline [42]. We only report the
models of major findings that showed statistical significance or marginal significance (p-values
highlighted in bold). Note that the p−values of each fixed effect were estimated via t−tests using
the Satterthwaite’s method, which is a common method of reporting LMM models. We flag levels
of significance (***p < 0.01, **p < 0.05, *p < 0.1). We rounded all values to two decimal places.

A.1 Participation (RQ1)

Table 6. Participation balance (Gini coefficient)

Likelihood ratio test
Effect logLik 𝜒2 p
Publicness+Specificity+Publicness:Specificity 41.65 8.98 0.03**

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 0.07 0.05 -0.03 0.16 1.36 0.19
Group size 0.01 0.01 -0.01 0.04 1.45 0.16
Publicness -0.03 0.03 -0.09 0.03 -1.16 0.26
Specificity -0.02 0.03 -0.08 0.04 -0.71 0.48
Publicness:Specificity 0.11 0.04 0.03 0.19 2.64 0.01**

Random Effects
Variance S.D.

Batch ID (Intercept) 2.08e-22 1.44e-11
Residual 2.989e-03 5.467e-02

Model fit
𝑅2 Marginal Conditional

0.33 0.33

A.2 Perceptions (RQ2)

Table 7. Perceived intrusiveness

Likelihood ratio test
Effect logLik 𝜒2 p
Publicness -254 3.39 0.07*

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 5.62 0.80 4.04 7.19 7.04 1.1e-10***
Group size -0.44 0.16 -0.77 -0.12 -2.70 0.01***
Publicness 0.61 0.33 -0.04 1.26 1.85 0.07*
Specificity -0.46 0.33 -1.11 0.20 -1.37 0.17

Random Effects
Variance S.D.

Group ID (Intercept) 0.00 0.00
Residual 3.39 1.84

Model fit
𝑅2 Marginal Conditional

0.1 0.1

Table 8. Perceived embarrassment

Likelihood ratio test
Effect logLik 𝜒2 p
Publicness -225 3.96 0.05**

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 3.12 0.67 1.80 4.43 4.66 7.9e-06***
Group size -0.08 0.13 -0.34 0.18 -0.60 0.55
Target member 0.71 0.27 0.18 1.24 2.63 0.01***
Publicness 0.53 0.27 0.01 1.06 2.01 0.05**
Specificity 0.21 0.27 -0.32 0.73 0.78 0.44

Random Effects
Variance S.D.

Group ID (Intercept) 0.00 0.00
Residual 2.15 1.47

Model fit
𝑅2 Marginal Conditional

0.08 0.08
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A.3 Peer-mediated Strategy (RQ4)

Table 9. Perceived effectiveness

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -111 3.63 0.06*

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 3.67 0.89 1.89 5.45 4.11 0.00***
Group size 0.16 0.18 -0.19 0.51 0.90 0.37
Condition 0.75 0.39 -0.02 1.51 1.93 0.06*

Random Effects
Variance S.D.

Group ID (Intercept) 0.00 0.00
Residual 2.22 1.49

Model fit
𝑅2 Marginal Conditional

0.06 0.06

Table 10. Perceived intrusiveness

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -123 4.29 0.04*

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 5.52 1.09 3.35 7.69 5.06 4.1e-06***
Group size -0.36 0.21 -0.79 0.06 -1.70 0.10*
Condition -1.0 0.47 -1.93 -0.06 -2.1 0.04**

Random Effects
Variance S.D.

Group ID (Intercept) 0.00 0.00
Residual 3.31 1.82

Model fit
𝑅2 Marginal Conditional

0.10 0.10

Table 11. Perceived embarrassment

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -111 7.19 0.01***

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 5.41 0.96 3.50 7.31 5.66 0.00***
Group size -0.33 0.18 -0.68 0.02 -1.87 0.07
Target member 0.23 0.39 -0.54 1.00 0.59 0.55
Condition -1.07 0.39 -1.84 -0.30 -2.76 0.01***

Random Effects
Variance S.D.

Group ID (Intercept) 0.00 0.00
Residual 2.22 1.49

Model fit
𝑅2 Marginal Conditional

0.15 0.15

Table 12. Perceived social influence

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -100 5.31 0.02*

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 3.64 0.99 1.59 5.73 3.67 0.00***
Group size 0.26 0.20 -0.16 0.68 1.32 0.21
Condition 1.12 0.45 0.19 2.06 2.51 0.02**

Random Effects
Variance S.D.

Group ID (Intercept) 0.38 0.62
Residual 1.29 1.13

Model fit
𝑅2 Marginal Conditional

0.18 0.37

Table 13. Learning effect

Likelihood ratio test
Effect logLik 𝜒2 p
Condition -101 3.72 0.05*

Fixed Effects
Estimate (𝛽) SE 95% CI t p

Intercept 0.74 0.76 -0.76 2.24 0.98 0.33
Group size -0.25 0.15 -0.54 0.05 -1.68 0.10*
Condition 0.64 0.33 -0.01 1.29 1.96 0.06*

Random Effects
Variance S.D.

Group ID (Intercept) 0.00 0.00
Residual 1.59 1.26

Model fit
𝑅2 Marginal Conditional

0.11 0.11
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